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1. Introduction

This document presents a proposal for signaling QoS parameters (negotiated Guaranteed bandwidth, Maximum Bandwidth and delay) for IMS multimedia sessions. The proposed solution is applicable to CSICS since in CSI an IMS call could be added to an existing CS speech call. 

Note that the term “negotiated” here means “granted”, i.e., it describes the end result of a negotiation.

2. Problem Statement  

A mobile terminal that wishes to establish a multimedia call with another party activates a PDP context. In the context activation request message, the terminal specifies the QoS attributes it wishes for that session. The QoS attributes include traffic class, maximum bandwidth, guaranteed bandwidth, maximum SDU-size, transfer delay, etc. Based on the load of the network and the availability of resources (at the air-interface and the core network), the network grants a set of QoS parameters to the terminal. 

In the current system there is no mechanism by which the calling party and called party can signal end-to-end the QoS parameters they have negotiated with their respective networks.  If the calling and the called parties have no information about QoS parameters of each other (e.g., Max-Bandwidth, Guaranteed-Bandwidth, Transfer-Delay), they cannot set up their resources accordingly which can result in poor or sub-optimal media quality and can also lead to inefficient usage of network resources.  

EXAMPLE 1

When a client sets up a bi-directional IMS multimedia call it specifies the session level bandwidth (in the initial SIP INVITE message) indicating the bit rate it wishes to use for that session. Let’s say user A (the calling party) has indicated in the SDP the bandwidth value of 64 Kbps. During the session set up phase when the initial INVITE message is sent with the bandwidth attribute of 64 Kbps, the UE has not yet requested this capacity to the network, thus opening the possibility that the network might not grant the capacity defined in the bandwidth attribute. When the other party (the called party B) receives the INVITE message (with the bandwidth value of 64 Kbps) it would send back a 183 Session Progress message if it is willing to participate in the multimedia call. The receiving party would use the bandwidth attribute value of 64 Kbps (besides other values) to activate a PDP context. The problem can be summarized in the two following points: 

1) When the calling party A tries to activate the PDP context (i.e., after A receives the 183 Session Progress message from B), party A’s radio network might allocate a bandwidth, which is lower than what the calling party has asked for initially. For example, the network grants 48 Kbps to party A based on the availability of resources. In this case, the party A would be sending media at a lower bitrate (i.e., 48 kbps) than it had originally declared in the session set up phase (i.e., 64 Kbps).  

2) Also if the called party B’s radio network allocates the guaranteed bitrate and max bit rate based on the original bandwidth value (i.e., 64 Kbps), then the called party radio network would be over allocating the resources (by 16 Kbps) thus leading to capacity waste.

In the above example party B needs to estimate the available bandwidth by other means (e.g. by using RTCP) to adjust its sending rates according to the bitrate supported by party A (i.e., party B is not aware that party A uses only 48 kbps bandwidth). The bandwidth estimation may not be accurate which can lead to bad user experience or wastage of network resources. 

Hence, even though the network supports QoS, due to the lack of end-to-end signaling of certain QoS parameters, the perceived media quality and user experience can be poor.
EXAMPLE 2

When a multimedia call is set up, each end point application sets up its resources (like audio/video jitter buffers) based on certain delay requirements of the application. It is possible that both the parties assume the delay requirements for that session differently in the session. 

For example, during a CS speech call, one of party A wants to share its camera view and sets up a uni-directional IP video session with party B. The delay requirements are not that stringent from user A point of view, and he wants to make sure that the video is delivered with good quality to party B. A requests the Interactive traffic class. When the party B joins the session, it might request a low delay connection from the network (using the conversational Traffic class). B would set up its resources (such as video jitter buffer) based on the low delay requirements that it has assumed for the session. This would have the undesirable effect of buffer underflow (at the receiver B) since the sender A has negotiated a higher delay requirement with its radio network. 

3. Proposed Solution

The proposed solution is to signal the QoS parameters, which the UE negotiates with the radio network during the PDP context activation. This is a similar approach that has already been adopted for PSS Rel 6 specifications [1]. The parameters can be signaled as SDP attributes during the session set up phase.  We propose signaling five QoS parameters – negotiated Guaranteed BitrateUplink, GuaranteedBitrateDownlink, MaxBitrateUplink, MaxBitRateDownLink and delay. New SDP attributes will be defined for these QoS parameters, which will be signaled during the session set up phase. 

3.1 Negotiated Guaranteed Bitrate

For uni-directional sessions, only a uni-directional guaranteed bit rate can be defined (i.e., either in the UL or in the DL direction). For asymmetric sessions (for example bi-directional video telephony sessions), the UE could request different uplink and downlink bit rates. 

USAGE:

1) During the session set up phase the UE specifies the bandwidth attribute in the SDP which it wishes to use for that session (in the b=AS attribute).

2) The UE uses this bandwidth attribute value to request the guaranteed bit rate from the network during PDP context activation. 

3) When the network grants the QoS to the UE, it specifies the UL and DL guaranteed bit rates in the PDP context message. The UL and DL values can be the same or different than those requested by the user depending on the network resources.

4) The signaling of these two negotiated parameters to the other party in the session helps the other party to get a hint of the incoming media (on its downlink) as well as what bit rates it can send media (for bi-directional media transfer) so that it can request an appropriate bitrate (for uplink and downlink) from its own radio network. This will be explained in more detail in section 4 of this document.

We propose two user-defined SDP attribute for negotiated (i.e., granted) guaranteed bitrates (uplink and downlink):

a=3gpp-negotiated-GBR-UL:<value>

a=3gpp-negotiated-GBR-DL:<value>

where <value> denotes the bitrate in kilobits per second.

3.2 Negotiated MaxBitrate

As defined in section 3.1 for guaranteed bitrate, we propose two user-defined SDP attributes for negotiated maxBitrate UL and DL:

a=3gpp-negotiated-MBR-UL:<value>

a=3gpp- negotiated-MBR-DL:<value>

where <value> denotes the bitrate in kilobits per second.

3.3 Negotiated-Delay

As defined in sections 3.1 and 3.2 we propose a user defined SDP attribute for negotiated-delay:

a=3gpp-negotiated-delay:<delay-value>

where <delay-value> denotes the delay negotiated by the network in milliseconds. 

The delay-value can be assigned the value of 0. A value of 0 denotes that the transfer delay is unspecified (i.e., it cannot be guaranteed). For interactive and background traffic classes, the network doesn’t provide any transfer delay. Hence, in those cases the negotiated delay SDP attribute shall be 0.

3.4 ABNF Definitions

This section defines ABNF according to RFC 2234 for the SDP attributes defined in this proposal.

Negotiated guaranteed bit rate attributes

Negotiated-Guaranteed-Bitrate-UL = “a” “=” “3gpp-negotiated-GBR-UL”  “:” negotiated-guaranteed-bitrate-UL-value

negotiated-guaranteed-bitrate-UL-value = 1*DIGIT

Negotiated-Guaranteed-Bitrate-DL = “a” “=” “3gpp-negotiated-GBR-DL”  “:” negotiated-guaranteed-bitrate-DL-value

negotiated-guaranteed-bitrate-DL-value = 1*DIGIT

Negotiated maximum bit rate attributes

Negotiated-Max-Bitrate-UL = “a” “=” “3gpp-negotiated-MBR-UL” “:” negotiated-maximum-bitrate-UL-value

negotiated-maximum-bitrate-UL-value = 1*DIGIT

Negotiated-Max-Bitrate-DL = “a” “=” “3gpp-negotiated-MBR-DL” “:” negotiated-maximum-bitrate-DL-value

negotiated-maximum-bitrate-DL-value = 1*DIGIT

Negotiated delay attribute

Negotiated-delay = “a” “=” “3gpp-negotiated-delay” “:” negotiated-delay-value

negotiated-delay-value = 1*DIGIT

4. application signaling considerations

In this section we describe how the defined SDP parameters are signaled during session setup. 

The calling party can include the new SDP parameters in the UPDATE method (as part of the SDP). The called party can include the new SDP parameters in the 200/OK, which is sent in response to the UPDATE method.

The negotiated maximum and guaranteed bit rates attributes (in UL and DL) indicate to the called party (using UPDATE) that these are the granted bit rate values that the calling party has negotiated with its radio network. Similarly, the called party can also indicate (using 200/OK) the bit rate values that it has negotiated with its radio network.

The negotiated delay attribute is an indication to the called party (via UPDATE) that this is the granted transfer delay that the calling party has negotiated with its radio network. It is possible that the value of the negotiated delay from the called party (via 200/OK) can be different from that of the calling party (i.e., it can be higher or lower) depending on the value negotiated by the calling party network.

5. Conclusion

Nokia proposes the new SDP attributes as defined in this document be included in the CSICS technical specification.

6. References

[1] 3GPP TS 26.234 v.6.3.0 – Transparent end-to-end Packet Switch Streaming Services.
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