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Introduction
Work has progressed slowly so far towards the WI on Video Codec Performance Requirements.  It appears that we are gearing up towards a much larger effort than originally anticipated, including algorithmic work.  On the other hand, our target delivery date, to the SA plenary, of March 2006, allows for only three more meetings, including this one, to finalize the work.

In order to move forward, we believe it’s time to stop sharpening our pencils, and go to work.  We further believe that it is time to recall the mandate of the WI.  In our interpretation, the WI is not targeted towards an all-out arm’s race towards new tools for encoders and error concealment.  Instead, we want to document mechanisms that allow a reasonable minimum level of quality to our customers, called quality threshold henceforth.

This document suggests a way forward that, we believe, would allow us to make progress and finalize our WI in time, with reasonable effort for the companies involved.  In particular, we suggest not performing any research towards better algorithms, but just take what’s available in reasonably lightweight software packages.  To facilitate this, Nokia has made their H.264 codec implementation available to the public as of this meeting.

The work item description on Video Codec Performance Requirements does not mention service dependencies.  We believe that service dependencies have to be taken into account when specifying video codec performance requirements.  In particular, we believe that we need to distinguish between phone based encoders and non-phone based encoders, as the former have to observe significant constraints in computational complexity and memory.  Furthermore, we believe that the error characteristics, as recognized by the video decoder, will be fundamentally different for the various services. However, in order not to add too much effort to the work, we identified shortcuts that allow us to minimize the number of simulation runs.  
Proposal

For conversational services (PSC), it is suggested to assume a low complexity encoder, and a lossy network.  Furthermore, real-time requirements make the decoding of known-as-corrupt bitstreams a necessity, and hence error tolerance and error concealment should be taken into account.  All this will result in quality thresholds that need to be significantly lower than those for the streaming services (as discussed below).
For PSS, it is suggested that the transport is virtually error free (due to layer 2 and optional layer 7 re-transmissions).  The decoding process for error free compliant bit streams is fully specified in the video compression standards.  Therefore, it appears that the video codec performance requirements should concentrate on encoder performance in error free environments, only.  Stream encoding may be performed in very different devices – mobile phones, other consumer electronic equipment, home PC, or professional authoring equipment.  It is suggested not to differentiate between these possible stream sources, and rather assume a worst case scenario, in which the stream is generated in a very constrained environment.  The resulting quality thresholds appear to be somewhat higher than in the conversational case (due to the assumed error free nature of the transmission), but still significantly lower than for MBMS.  PSS allows for rate adaptation mechanisms – this has to be reflected somehow by the common conditions.
For MBMS, it is suggested that we simplify the work by assuming a FEC that is strong enough to compensate for all transmission errors.  In doing so, and basically ignoring any uncorrectable FEC blocks, we greatly reduce the problem space and remove any contentious discussions about appropriate channel models (which has been a major roadblock in earlier SA4 work).  This results in concentrating on coding efficiency for the error free case only.  In this simplified model, the quality is measured only for those FEC blocks that have been successfully reconstructed – non-correctable FEC blocks are not taken into account.  Furthermore, it is suggested that MBMS streams are mostly generated by professional authoring equipment, without complexity constraints.  Hence, the quality threshold can be significantly higher than for conversational services and PSC.
It is suggested to use PSNR as the performance metric.  To pass the video performance requirements, a system has to exceed all three luma/chroma PSNR values specified. PSNR appears the only metric that is reasonable well understood and commonly used, and evaluating all three components separately disallows tinkering with whatever weighting we choose, and avoids discussions about these weighting factors.  We suggest calculating PSNR against the time wise corresponding source frame, and reporting eventual frame losses (stalls) separately.  We suggest that we set a minimum number of pictures to be decoded (and perhaps concealed), for each simulation run, and if this number is not matched, a codec “fails” the test.  This allows us to avoid the contentious factoring in of lost pictures into the quality metric.
We are willing to accept other quality metrics as well, e.g. pDVD or average PSNR over the whole clip, including decoded data from uncorrectable FEC blocks, as well.  If any of these metrics are included, we suggest that, in order to pass the video performance requirements, a system would have to pass all tests in all metrics.  However, we wonder whether the two possible metrics mentioned above bring in a sufficient amount of confidence to warrant the channel simulation, and the associated discussions.   
It is suggested to take the (to be agreed) encoder and the (to be agreed) decoder, and run it at to be agreed, error free settings.  The resulting PSNR value is the threshold against which a system under test is compared with, for the MBMS service.  The PSS threshold is calculated by taking the MBMS threshold, and subtracting 2 dB.  We are open for suggestions of a higher or lower penalty for PSS compared to MBMS.  No network simulation is required in either case.

For conversational services, it is suggested to run encoder and decoder against common conditions that include network simulations.  From the resulting PSNR values, it is suggested to subtract 2 dB, so to allow for metric inaccuracy (bad match between PSNR and perceptual quality), complexity/cost scalability, mobile phone based encoders, and use of vendor specific “encoding tricks”.  
Nokia is volunteering to create anchors according a reasonably small set of common conditions according to the principles above, if the Nokia software is chosen as the single anchor encoder and decoder.  It would be sensible to find at least one other company to cross-verify the results, not so much because Nokia would be “cheating”, but as a sanity and bug check.
While we know that this approach is not taking into account many of the aspects discussed in recent meetings, we feel that it is one way forward, avoiding most of the contentious issues (performance metrics, FEC strength vs. source coding resilience, etc.).  It appears that only by such an accelerated process, we can reach the target delivery date to the SA plenary in March 2006.







































Contact: Stephan.Wenger@nokia.com





