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Introduction

This document proposes a number of unrelated restrictions to video bit streams conforming to the different video compression standards.  It also specifies a few recommendations on rendering.  We believe that the majority of the restrictions and recommendations mentioned here are taken by many as a given.  However, they are (as far as we know) not specified elsewhere and, in our opinion, necessary to ensure a consistent user experience between terminals of different manufacturers.

Video compression standards specify the bit stream and the decoder reaction to the bit stream.  Aspects such as rendering or resource allocation are out of scope of these standards, although the bitstreams do contain codepoints to signal some of their aspects.  The terminal reaction to those codepoints is sometimes vaguely specified (H.263) and sometimes left open completely (H.264).  

We propose these restrictions for all 3GPP services.  The appropriate place for them would perhaps be a new TS.  Alternatively, they could be copied into all the service-specific TSs.  

While we believe that none of the restrictions and recommendations mentioned are harmful in any service, we also observe that some of them are truly useful only in selected service (as mentioned in more detail below).  We are flexible to put them wherever the group feels appropriate.

Many of these restrictions and recommendations are proposed based on implementation experience.  Some of the recommendations are included only because we have observed in at least one instance that the video compression standard has been misinterpreted.  All these cases are phrased as recommendations only.

Restrictions related to Picture Size and Pixel Aspect Ratio

MPEG-4, H.264, and H.263+ all allow the signaling of a wide selection of picture sizes and pixel aspect ratios.  The rendering of the received and reconstructed bit stream, however, is unspecified.  In particular, the pixel aspect ratio is conveyed in a form (VUI or SEI messages) that does not require its interpretation by the renderer.  This may lead to the following situations:

a) A bitstream is coded at 160x90 pixel resolution.  The pixel aspect ratio is set to 3:4.  Clearly, the intended signal has a 4:3 resolution.  However, a renderer that ignores the pixel aspect ratio (because it disregards VUI or SEI messages) would display a detoriated 16:9 image.

b) A bitstream is coded at 144x144 pixel resolution.  No pixel aspect ratio is included in the bitstream (perhaps some streaming server decided that SEIs can be safely discarded and didn’t send them).  Following the rationale used in digital TV receivers (and assuming the reduction of the horizontal resolution was part of a rate control algorithm), one terminal renders the bit stream as 176x144 (a familiar picture size).  Another terminal renders the bit stream as a square picture at 144x144 pixels.  Which one is right?  The difference in user experience should be obvious…

We thought of a number of different solutions to this problem (some of which are mentioned below).

1. Nailing down the coded picture size for the duration of a session is harmful to technologies such as splicing.  

2. Mandating faithful rendering of the picture by observing both pixel aspect ratio and picture size is an option, but puts requirements on the rendering engine that add complexity.  It would also require the interpretation of SEI messages that open up a can of worms.

3. Disallow signaling pixel aspects ratios other than square and those close to square that are required for QCIF.  

Of these options, Nokia proposed option 3 with the following language:

No Pixel Aspect Ratio shall be signaled in the bit stream.  When the coded picture size is 176 x 144 (QCIF) or a multiple thereof, the Pixel Aspect Ratio should be assumed 11:10.  Otherwise, the Pixel Aspect Ratio should be assumed 1:1.  

[Should there be a note on splicing: pixel aspect ratio should change?]
H.264 End of sequence / End of stream NAL units

The reaction to these NAL units is unspecified in H.264.  They are commonly used in offline decoder implementations to shutdown the decoder, and we are aware of at least one H.264 decoder library that frees resources when receiving such NAL units (which is, of course, not a good idea in our environment).  While there is no need to normatively specify any reaction to these NAL units, we consider it useful to add informative text recommending these NAL units be ignored so to avoid implementer confusion.

Nokia proposes the following language:

Informative note: As specified in H.264, the End Of Sequence and End Of Stream NAL units do not trigger any decoder or renderer reaction.

Mandate reaction to full_frame_freeze_release SEI messages and picture header bits

H.263 and MPEG-4 with the “small header option” contain a “Freeze Picture Release” bit.  H.264 contains a Full Picture Freeze Release SEI message.  

Particularly in conversational services, the freeze/freeze release mechanism is commonly used in wireline systems, e.g. to support video switching MCUs, gateway scenarios, and (in the few cases where it is implemented) gradual decoder refresh.  

Mandating a decoder/renderer reaction to these bits/SEI messages is a borderline case even for Nokia.  In the wireline video conferencing specifications of the ITU-T (H.320, H.323, H.324 and H.241 for H.264) a reaction to these messages is mandated.  An expired Internet Draft in the IETF on video codec commands also mandates these and, going beyond, asks for codepoints in a real-time signaling protocol to send them out-of-band.  It is clear to us that a decoder should react appropriately to these bits/message so to enhance the user experience.  This is true at least for conversational services, where MCUs may be involved.  For other services (streaming etc.) they would act as no-ops.  

However, we are aware of the contentious issue of mandating reactions to SEI messages in general.  We also note that all standards include some form of a timeout mechanism that suggests starting rendering after a fixed delay (5 seconds).  We don’t see this particular part of the proposal as critical as some of the other parts.

Nokia proposes the following language.  We would settle for a “strongly recommend” as well:

Decoders and Renderers shall react to H.264 full_frame_freeze_release SEI messages and to the FullFrameFreezeRelease bit in the picture header of H.263 and MPEG-4 simple profile short header such that the renderer restarts displaying reconstructed pictures in the case that it had reacted to a FullFrameFreeze received before. 

The MPEG-4  ES SHALL comply with version 1 (1998?) of ISO/IEC 14496-2 and SHALL use the VOL header mandated in version 1 only.

Apparently, MPEG made a non-backward compatible change with respect to the VOL header syntax when moving from version 1 to version 2.  There may be more, but at least the following extensions seem to have been introduced, which are not commonly used and/or have to be switched off:

· sprite_enable (two bits in version 2 instead of one bit in version 1)

· quarter_sample can be indicated but must be turned off to comply with Simple Profile 

· newpred_enable (and related elements) can be turned on, but this back-channel messaging system is not used anywhere as far as we know. 

Most encoders generate version 1 streams, most streams around are version 1 compliant, and many decoders do not accept version 2 syntax.  

Nokia proposes the following language: 

The MPEG-4  ES SHALL comply with version 1 (1998?) of ISO/IEC 14496-2 and SHALL use the VOL header mandated in version 1 only.
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