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1 Summary

With this paper we respond to the Siemens/Nokia contribution S4-AHP-195.  We believe that this contribution has its merits, and contains a lot of aspects worth considering.  However, after some more thinking, we also believe that most of these points, as discussed in detail below, do not seem to be sepecific to a certain video codec (e.g. H.264) and some are not even specific to video.  In order to simplify and accelerate the discussion on topics such as the mandatory codec selection for MBMS, we suggest that the points not specific to a certain codec be discussed under a separate agenda item.  We furthermore advocate, that at least the more difficult points (where no immediate solution is evident) be discussed in a Release 7 time frame.

2 Detailed comments

The section numbers in brackets in the headlines below refer to the Siemens/Nokia contribution S4-AHP195.

2.1 Requirements in case of correct data streams (3.1)

The requirements for H.264/AVC have already been discussed and agreed in the video codec adhoc group meeting during SA4#33. The agreement is documented in document S4-040816. We see no reason to re-open the discussion on the decoding requirements for correct H.264/AVC streams.

2.2 Required actions in case of delayed frames or buffer under-run (3.2)

First, the required actions in case of delayed frames or buffer under-run are not specific to any particular video codec, and therefore they should be discussed separately from the video codec selection discussion.  Furthermore, buffer consideration work would have to reflect not only on video but also on other media codecs, e.g. audio.  If this topic were to be discussed, experts with non-video background need to be involved as well.  This is a (at least) S4-plenary level discussion; possibly, other groups would want to be involved as well.

Second, we would like to note that the buffering architecture in an MBMS client implementation has so far not been specified in TS 26.346.  In the light of the first point above, this topic may actually warrant a work item other outside of the video codec work.

Third, in our opinion, a client buffer architecture should not be specified in TS 26.346, because it would limit the options in the implementation unnecessarily. For example, in some implementations, de-jitter, de-interleaving, FEC decoding, and media pre-decoder buffers may be combined, and media decoders operate as fast as possible, i.e. as soon as there is room in post-decoder buffers and as soon as coded data becomes available. In some other implementations, media pre-decoder buffers may implement the HRD/VBV model of the decoder exactly and operate according to decoding timestamps. The specification of required actions in case of delayed frames and buffer under-run would require exact specification of the buffering model in the MBMS client. As the specification of the buffering model is hardly feasible according to our opinion, no hard requirements can be specified for delayed frames or buffer under-run cases.

2.3 Required actions in case of buffer overflow (3.3)

The same comments as presented in section 2.2 are applicable in this caseas well.

2.4 Requirements in case of corrupted data streams (3.4)

S4-AHP195 mentions two potential guidelines:

1. In case of the reception of an incomplete video stream with missing packets a decoder application shall not crash. 

2. In case of errors, a decoder shall/should parse the corrupted stream, should recognize without any assistance when the stream will be correct again, and should continue error free decoding as early as possible and at latest from the earliest IDR frame just after the disappearance of errors.

The first requirement to avoid crashes is loss detection. For H.264/AVC, loss detection can be done basically as follows:

· Some macroblocks of a picture are not received (remain un-decoded).

· A reference picture is not received. When gaps_in_frame_num_value_allowed_flag is equal to 0, then a reference picture loss can be detected when the increment in frame_num value compared to previous reference frame is greater than 1. When gaps_in_frame_num_value_allowed_flag is equal to 1, then a reference picture loss can be detected when a picture marked as “non-existing” is referred in any prediction process.

As discussed in S4-AHP195, it is not clear which the most pleasing error concealment strategy, freezing the latest correct picture or concealing lost areas and pictures. Furthermore, TS 26.346 (or any other 3GPP multimedia specification) does not specify the rendering process. Therefore we do not think that error concealment or rendering behavior should be specified for MBMS video codecs; at least not without an in-depth study of the efficiency and complexity of the mechanisms involved.  Clearly, this would be long-term ,Rel. 7 work.

For H.264/AVC, the requirement for resynchronization can be specified similarly to the requirement for decoding start-up either from IDR pictures or from gradual decoding refresh positions (indicated by recovery point SEI messages). 

See the accompanying specification text for the exact proposal for handling corrupted H.264/AVC streams.

With respect to the ongoing mandatory codec discussion we wish to note that error detection in H.263 is actually significantly more difficult.  In the framework of H.263 baseline and RFC2429, it is very difficult, and possible only under certain constraints, to detect a picture loss.  When frame skips are and non-open GOB header are allowed, it is impossible.  The same is true for MPEG-4 SP encapsulated in RFC 3016 or RFC 3640.

2.5 Requirements in case of regular losses (3.5)

The potential requirements for this subject are not specific to any particular video codec, and therefore they should be discussed separately from the codec selection discussion.

2.6 Requirements in case of service interruptions

The potential requirements for this subject are not specific to any particular video codec, (and possibly not specific to video media) and therefore they should be discussed separately from the codec selection discussion.
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