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1 Summary

This contribution proposes a method to reduce initial buffering delay in MBMS streaming remarkably. The method also enables unequal error protection. The method is based on the following key factors:

· Aligning the boundaries of FEC blocks of different streams. An aligned structure of FEC blocks across media streams is referred to as an inter-stream FEC frame. Consequently, no buffering delay is spent in receivers for inter-stream synchronization.

· Media streams within an inter-stream FEC frame are transmitted in ascending order of importance. Consequently, receivers that start reception in the middle of an inter-stream FEC frame can decode the most important pieces of data with no additional delay.

The document is structured as follows:

· Section 2 describes the elements that affect the initial buffering delay, i.e., the delay between starting of the reception of a session and starting of pauseless decoding and playback of the session.

· Section 3 presents the proposed method for tune-in delay reduction. 

· Section 4 includes some illustrative examples of the proposal.

Document S4-040671 contains video simulation results for MBMS streaming. The technique proposed in this paper was found to be superior in terms of quality (measured by peak-signal to noise ratio).

2 Problem Setting

2.1 Stream Synchronization and Initial Buffering Delay

Figure 1 presents an example showing a part of audio-video stream in MBMS streaming delivery. Decoding and transmission order within a stream goes from left to right. Let us further assume that the presentation order of media packets is the same as their decoding order and that the location of the media samples in the streams depicted below indicates the approximate presentation time too.

To maximize the probability of correct reception of media samples a and c, the receiver should delay the decoding of the corresponding FEC block until all the repair packets of the FEC block are received. Similarly, to maximize the probability of correct reception of media sample d, the receiver should delay the decoding of the corresponding FEC block until all the repair packets of the FEC block are received.

Audio media frame c is supposed to be played out simultaneously to video picture d. Therefore, media decoding and rendering of the corresponding audio FEC block must actually be delayed until the video FEC block containing sample d is completely received. 

The initial buffering delay before media decoding and rendering is derived as follows: Calculate the maximum difference of reception time of the last packet of FEC block B and the first packet of FEC block A for any such pair of FEC blocks (A,B) in streams 1 and 2 respectively, in which

· the smallest RTP timestamp in FEC block A is within the range of RTP timestamps of FEC block B

· the last packet of FEC block A is received later than the last packet of FEC block B

For two streams in an MBMS streaming session, the additional initial buffering delay is a sum of maximum differences between streams 1 and 2 and streams 2 and 1.
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Figure 1. An example of non-aligned FEC blocks between streams.
2.2 Tune-In Delay

A receiver in multicast/broadcast may not start reception from the first packet of a FEC block.  If packets are transmitted in decoding order and if each packet is predictively coded (e.g. P pictures in video coding), then decoding of media data can only start once the synchronization to the FEC block structure is achieved.  In addition, to produce correct output samples, the decoding process of the media decoder has to be reset e.g. with an IDR picture of H.264/AVC.  The tune-in delay into a middle of broadcast/multicast therefore consists of the following parts:

1. Delay until the first packet of a FEC block is received

2. Reception duration of a complete FEC block

3. Delay to compensate the size variation of FEC blocks. See document S4-040672 for details.

4. Delay to compensate the synchronization between the streams of the MBMS streaming session. See the previous paragraph for details.

5. Delay until a media decoder is refreshed to produce correct output samples

2.3 Graceful Quality Degradation

Predictively coded media, and especially predictively coded video is notorious for not being gracefully degradable.  That is, when the channel conditions (as perceived by the video decoder) deteriorate, the quality of video is reduced disastrously.  Usage of FEC coding makes the issue more abrupt: FEC is able to restore lost media packets perfectly up to a certain loss rate, but for higher loss rates, FEC coding recovers no media packets.  In contrast to this, analog TV picture just gets noisier but is still usable - though annoying. It would be more desirable to have a perfect-quality picture in good channel conditions and an acceptable-quality picture in bad channel conditions.

3 Proposal

3.1 Definitions

A media stream is arranged in so-called super FEC blocks, each of which contains an integer number of consecutive FEC blocks (i.e. source blocks and associated repair packets) in transmission order.  All media samples in a super FEC block must succeed (in decoding order) any media sample in previous super FEC blocks in transmission order and must precede (in decoding order) any media sample in succeeding super FEC blocks in transmission order.

Let the smallest decoding time of a media sample in a super FEC block of stream 1 be t11 and the largest decoding time of a media sample in the same super FEC block be t12. There shall be no super FEC block in any other stream (herein, stream 2) in the same MBMS streaming session, for which the smallest and largest decoding times of a media samples, t21 and t22 respectively, are such that:

· (t21 < t12 – 200 msec and t22 >= t11), or

· (t22 > t11 + 200 msec and t21 <= t12).

In other words, greater than 200 msec overlap of super FEC blocks in different streams of the same MBMS streaming session is not allowed. 200 msec was chosen to correspond a reasonable minimum picture rate in video (5 Hz) and packet size of audio.

The set of overlapping super FEC blocks of different streams of the same MBMS streaming session is referred to as an inter-stream FEC frame.

3.2 Requirements for Transmission Order

MBMS senders shall generate super FEC blocks as specified in the previous section. The signaled initial buffering delay in FEC blocks (as proposed in S4-040672) shall be such that it covers the reception of entire super FEC blocks and is sufficient for inter-stream media synchronization.

MBMS senders shall not interleave packets belonging to different inter-stream FEC frames in transmission order. 

These requirements guarantee minimization of tune-in delay when it comes synchronization between the streams of the MBMS streaming session. 

3.3 In-Band Signaling

We propose that the FEC payload ID proposed in S4-040698 (section 6.2.2.1.6.1 of the proposed specification text) is modified to contain an inter-stream FEC frame number (ISFFN) as follows:

The Source FEC payload ID is composed as follows:

	ISFFN
	Source Block Number (SBN)
	Encoding Symbol ID (ESI)


Inter-stream FEC frame number (ISFFN), 2 bits. The identifier of the inter-stream FEC frame the media/repair packet belongs to. The value of ISFFN for an inter-stream FEC frame shall be the value of ISFFN for the previous inter-stream FEC frame + 1 in modulo 4 arithmetic. MBMS senders may select the value of ISFFN for the first inter-stream FEC frame of the MBMS streaming session freely. Note that 2 bits was considered sufficient for ISFFN, because no burst error or loss is considered to be longer in duration than transmission duration of three inter-stream FEC frames. MBMS receivers can detect the start of a new inter-stream FEC frame based on the value of ISFFN. 

Source Block Number (SBN), (6 or 14 bits): The identifier of the source block the media/repair packet belongs to.

Encoding Symbol ID (ESI), (8 or 16 bits): The starting symbol index of the source packet in the source block.

3.4 Recommendations for Transmission Order

The recommendation in this section help to minimize the first two factors of tune-in delay, i.e. delay until the first packet of a FEC block is received and reception duration of a complete FEC block.

A super FEC block is the minimal unit for random access to an MBMS stream.  A receiver has to buffer data initially for at least one super FEC block before starting decoding and playback.  A receiver in multicast/broadcast may not start reception from the first packet of a super FEC block.  The idea of the presented recommendations is to transmit the data in an order that allows decoding of meaningful representation of the data in the first received super FEC block even if it is not received from the beginning.

In many cases media types can be ranked according to their subjective importance.  For example, in most content types, such as news reading, audio is subjectively more important than video.  The transmission order of super FEC blocks of the MBMS streaming session is arranged such that for a certain inter-stream FEC frame, the super FEC blocks are sent in order of subjective preference, from the least important to the most important.  For example, a super FEC block of video is sent before the corresponding super FEC block of audio, because it is probably subjectively pleasing that audio playback is started as soon as possible, even if video could not be played back yet. In our example, super FEC boundaries of video are aligned with IDR period boundaries and audio super FEC boundaries are aligned accordingly with video IDR periods. A video super FEC block is transmitted earlier than the corresponding audio super FEC block. This transmission order increases the possibility that at least audio can be decoded and played back from the first FEC block after tuning in. 

A media stream can be organized to FEC blocks and super FEC blocks as follows

· Media samples are organized into more than one group according to the prediction hierarchy of the media samples. One of the groups can be decoded independently from the other groups, i.e. contains no prediction or syntactical dependencies on other groups. For example, it is shown in Annexes E and F of S4-040048 that AVC/H.264 Baseline bitstreams can contain reference pictures and non-reference pictures with no penalty in compression efficiency compared to bitstreams containing reference pictures only. Such a scalable H.264/AVC stream may be organized to a group of reference pictures and a group of non-reference pictures. 

· The groups are arranged in an importance order such that the each group improves the subjective quality of the decoded stream compared to the decoding result of the earlier groups in the list.

· A FEC matrix is generated for each group. That is, each group forms an independent source block for FEC coding.

· FEC blocks of a super FEC block are transmitted in ascending order of importance. The interleaved packetization mode of the respective RTP payload format is used to enable interleaving of transmission order. For example, for a video stream grouped to non-reference and reference pictures, non-reference pictures of a super FEC block are transmitted before the reference pictures of a super FEC block.

3.5 Graceful Quality Degradation

A FEC code rate sufficient to recover losses even in bad channel conditions can be applied to most important FEC blocks, such as audio and reference pictures, of an inter-stream FEC frame. Weaker protection can be applied to less important FEC blocks of an inter-stream FEC frame. For example, such a FEC code rate may be selected for non-reference pictures that correct reception in moderate channel conditions is possible.  

3.6 Receiver Operation

This section provides an example of receiver operation for information.

1. The receiver starts the reception of media streams of an MBMS streaming session. A timer for initial buffering delay is started when the first packet is received.

2. When the first packet of a FEC block is received, its reception time relative to the timer is stored.

3. Packets are located to FEC blocks according to their FEC payload ID. (See S4-040698 for the definition of FEC payload ID.)

4. When the number of repair packets of a FEC block is sufficient to recover potentially lost media data in the FEC block, FEC decoding is applied.

5. When the first FEC block is decoded, the expiration time is set to the reception time of the first packet of the FEC block + the signaled initial buffering delay within the FEC block. (See document S4-040672 for a description on signaling of initial buffering delay.)

6. If the value of ISFFN changes in received packets, no FEC decoding can be applied for the first inter-stream FEC frame and no initial buffering delay can be recovered. Then, media decoding starts (step 8).

7. Steps 2 to 6, inclusive, are repeated until the timer reaches the expiration time. 

8. Media decoders input coded media application data units according to their decoding pace (specific to media formats and decoder implementations) in decoding order from the FEC decoding buffer. In other words, de-interleaving of application data units from transmission order to decoding order can be done “in-place” and no additional buffer or buffering delay is required for de-interleaving.

9. Simultaneously to media decoding, reception of succeeding inter-stream FEC frames is carried out (steps 3 to 4, inclusive).

4 Examples 

4.1 Tune-In Delay Reduction and Graceful Quality Degradation

A simplified example for tune-in delay reduction and graceful quality degradation of an H.264/AVC stream follows: Assume that each picture frame is coded into one slice and the IDR refresh rate is set to 15. Two non-reference pictures (marked as “p”) are coded between each reference picture (either IDR picture, marked as “I”, or reference inter picture, marked as “P”). The presentation order of a part of the video sequence would be (from left to right)

… [ I0 ][ p2 ][ p3 ][ P1 ][ p5 ][ p6 ][ P4 ][ p8 ][ p9 ][ P7 ][ p11][ p12 ][ P10 ][ p13 ][ p14 ][ I15 ] …
The encoding and decoding order would then be according to the value of the subscripts printed next to the picture types above. The number of reference frames in this example is five and the number of non-reference frames is ten.

Let us further assume that the picture rate in this example is 15 Hz, and half the bitrate is spent for reference pictures and the other half for non-reference pictures. Let us also assume that typically fewer than or equal to one packet per GOP get lost (≤ 7% packet loss rate), but the service provider wants to get an acceptable quality in occasional “bad” channel conditions in which up to three packets per GOP may get lost (≤ 20% packet loss rate).

If we assume conventional Reed-Solomon coding, four FEC repair packets should be sent per GOP to guarantee that three FEC repair packets per GOP are received on average and recover up to three lost media packet per GOP. When assuming no padding overhead in construction of FEC matrix (which is typically over-optimistic), the FEC causes 27% bitrate increase compared to the video bitrate.

When a weaker protection, FEC1 is applied to the non-reference pictures of a GOP, one FEC repair packet is able to recover one lost non-reference video frame. Hence the average correction capability to correct a non-reference frame is around 9%. If we assume that the packet loss rate is proportional to the bitrate share, then an overall packet loss rate of 20% implies a 10% packet loss rate for the reference pictures. One FEC repair packet FEC2 is computed over all the reference pictures of a GOP, it is capable of recovering from an average packet loss rate up to 17%. Thus, one FEC repair packet is sufficient for “bad” channel conditions. Cumulatively, the overhead for FEC2 and FEC1 is around 13%.  This figure is half the overhead than for the previous case when a single chunk of FEC codes protected the entire video data of the GOP.

Under normal circumstances, when a user tunes in to a middle of a broadcast/multicast in our example, the average media buffering delay before reception of the first IDR picture is 0.5 seconds, i.e. half of the IDR picture interval. Let us assume that IDR pictures are aligned with FEC matrix and that the duration of media in FEC blocks is constant, then the receiver should buffer for the first FEC block to guarantee pause-less decoding and playback, and full FEC correction capability. Hence, the average tune-in delay would then be 1.5 seconds.

According to the proposal, the sender reorders reference pictures and non-reference pictures in a transmission order as follows:

… [ p2 ][ p3 ][ p5 ][ p6 ][ p8 ][ p9 ][ p11 ][ p12 ][ p13 ][ p14 ] [ FEC1 ] [ I0 ][ P1 ][ P4 ][ P7 ][ P10 ] [ FEC2 ] …
where FEC1 is the FEC repair packet for the non-reference pictures and FEC2 is the FEC repair packet for the reference pictures.

The likelihood that when a receiver tunes in, it receives a non-reference frame or a reference frame is 50% in both cases. 

If the receiver tunes in and joins the broadcast/multicast session during the transmission of the non-reference frames chunk, the average time that it needs to wait for the next IDR picture is 0.25 seconds. Playback can start right after receiving FEC2 packet of that GOP. Note that the playback would contain only the reference picture of the first GOP. In other words, the average tune-in delay would be, 0.5 seconds to buffer the reference frames chunk and computing FEC2 added to the average delay for the receiver to wait for the next IDR picture, which is 0.25 seconds, together making it 0.75 seconds.

When the receiver happens to get reference pictures first, it has to wait for the next GOP (0.25 seconds on average) and until the next GOP is completely received (additional 1 seconds). Altogether, the expected tune-in delay becomes 1 second. In other words, the tune-in delay in conventional data transmission ordering is 50% higher than the tune-in delay according to the proposal.

4.2 Inter-Stream Media Alignment and Tune-In Delay Reduction

This section shows another example of tune-in delay reduction. The example is illustrated in Figure 2 and involves two streams, video and audio. The video stream contains group of pictures (GOP) whose structure is identical to the one described in section 4.1. A super FEC block for video contains one GOP. A video super FEC block is divided to two FEC blocks, one for non-reference pictures, and another one for reference pictures. Within the reference picture FEC block, the IDR picture is transmitted last to maximize its reception probability when tuning in. Audio super FEC block is transmitted after the corresponding video super FEC block. 

Figure 2a illustrates the situation in which a receiver tunes in and receives pictures from the non-reference picture FEC block first. The receiver can decode all the audio contained in the super FEC block, all reference pictures, and those non-reference pictures that it received. The end-user will perceive quick tune-in and video whose picture rate is slow at the beginning but gets to full rate quickly.

Figure 2b illustrates the situation in which a receiver tunes in and receives pictures from the reference picture FEC block first. The receiver can decode the IDR picture of the video super FEC block and the entire audio super FEC block. 

Figure 2c illustrates the situation in which a receiver tunes in and receives a part of the audio FEC block first. The receiver can decode those audio frames that are received (or recovered using FEC decoding). Decoding or playback of audio should be delayed with an amount that equals to the playback duration of the un-received audio frames of the FEC block.
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Figure 2. Reduction of tune-in delay in an audio-video stream.
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