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1 Complexity of Raptor
In Section 3 of [2] there is a statement (based on statements made in [1]) that Raptor codes take one second to decode a 3 MB file when there is 20% packet loss on a PC platform. Based on this, there is an additional statement that Raptor would take 89 seconds to decode a 3 MB file using 10% of the CPU on the mobile platform.  The explanation below describes the (understandable) misconception made in [2], and why this statement and this conclusion are not valid.

The basis of the 1 second time for a 3 MB file stated in for Raptor [1] was not a PC timing result, but instead was meant to be a comparison between the complexity of Reed-Solomon compared to Raptor based on their relative workloads.  (Although admittedly this was not easy to understand from the wording in [1].)   The workload for Reed-Solomon when there is 20% packet loss (using a version of Reed-Solomon with an encoding block of 255 encoding symbols) is around 20 times higher than the comparable workload for Raptor.   Since the reported decoding time for Reed-Solomon on this mobile platform was 20 seconds, [1] projected that the time for Raptor would be 1 second on the same mobile platform.
In terms of some comparisons between the complexity of the two codes, the following encoding speed results were obtained on a Mac G5 for encoding source blocks in the range between 64 KB and 256 KB using packet payloads of 512 bytes, comparing Luigi Rizzo’s implementation of Reed-Solomon(195,255) codes to an implementation of the non-systematic version of Raptor described in [3]:
1. Reed-Solomon: 85 Mbps

2. Raptor: 2.2 Gbps

3. Speed ratio: 26
2 Reception overhead of Raptor

In Section 5 of [2] the following paragraph appears:
“In addition, the reception overhead of LDPC family codes increases with reducing block lengths. By reducing the symbol size T, the LDPC family codes seems to end up in more symbols per packet and hence large K and N. However, if a packet is lost, all symbols belonging to that packet are marked lost in the decoding block. Thus symbols are not lost independently, but are lost in bursts. For the above example, the LDPC family codes may use N = 40000/32 = 1250. But if the source RTP packets are of size 480 bytes each, then there are 480/32 = 15 symbols per RTP packet. Symbols are lost in a granularity of 15. This code is thus equivalent to a code with N = 40000/480 ~= 83. For such a short block lengths, RS codes have zero reception overhead, whereas LDPC family codes have high reception overhead. Thus, we conclude that RS codes are best suited for FEC for MBMS streaming services.”
The final two sentences of the above paragraph concludes that a code in the LDPC family of codes, such as Raptor, would have a high reception overhead in this case because there are many symbols in each packet and packets are lost as units, and thus Reed-Solomon is best suited for MBMS streaming.  These conclusions are not valid.  Indeed, as reported previously, Raptor codes (both systematic and non-systematic) have a 1% reception overhead under the conditions stated in the quoted paragraph, and not a “high reception overhead” as stated in the quoted paragraph.  With respect to which code is best-suited to MBMS streaming, see the remarks in the following section.

3 Streaming decoding complexity

For FEC protection of MBMS streams, it is preferable if the decoding of a source block is not spread out over the entire protection period (defined to be the play-out time for a source block), but instead the maximum time it takes to decode a source block can be done in a small fraction x of the protection period, where for example x = 0.25.  This is preferable for at least the following two important reasons:

            (1) This directly impacts the FEC buffer size that needs to be available.  If decoding is spread over the entire protection period then buffering requirement is two source blocks of data, and the required FEC buffer size should be as close as possible to the minimal amount possible, i.e., one source block of data.

            (2) This directly impacts the startup time for users joining mid-stream. If decoding is spread over the entire protection period then the time between when a UE starts receiving packets from the session and when the play-out can commence is two protection periods, and the startup time should be as close as possible to the minimal amount possible, i.e., one protection period.

During decoding, the CPU usage should be only a small fraction y of the CPU, for example y = 0.1.  This is because the CPU is needed for potentially many other purposes (such as video decoding, or audio decoding, or combinations of other tasks).

Thus, overall, the CPU usage in the worst case should be at most a fraction x∙y, for example if x = 0.25 and y = 0.l, at most 2.5% CPU usage overall at maximum for a source block.
In Section 4 of [2] there are results stated for the complexity of Reed-Solomon decoding that state that 4% CPU usage for a 64 Kbps stream and 8% CPU usage for a 128 Kbps stream demonstrate good performance on a particular unspecified mobile platform.  Projecting these results to a 256 Kbps stream and a 384 Kbps stream, the CPU usage is 16% and 24%, respectively.   If for example the decoding is to be performed over 25% of the protection period to minimize startup time and FEC buffering, this leads to a maximum CPU usage of 16%, 32%, 64% and 96% during decoding, respectively, for the 64 Kbps, 128 Kbps, 256 Kbps and 384 Kbps streams.  Furthermore, this analysis is all with respect to the hybrid-padding methodology, which results in worse protection of the stream in terms of a lower MTBF for a given amount of loss than using Raptor codes.  

As reported in Section 5 of [2],  Reed-Solomon codes with a hybrid-matrix methodology results in a protection of the stream with a comparable or slightly better MTBF than using Raptor codes (recalling that Raptor codes have a 1% reception overhead whereas Reed-Solomon have 0% reception overhead, and in this case the wastage due to the symbol size are equal).  However, as also reported in Section 5, the decoding complexity using hybrid-matrix is triple that of hybrid-padding for Reed-Solomon.  This results in average overall CPU usage of 12%, 24%, 48% and 72% for the various rate streams, respectively, which if spread out over 25% of the protection period leads to a maximum CPU usage during decoding of 48%, 96%, 192% and 288%, respectively, for the streams of rate 64 Kbps, 128 Kbps, 256 Kbps and 384 Kbps, respectively. 
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