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1 Introduction

The present contribution describes streaming simulations of Ideal, Raptor and Reed-Solomon codes.  These simulations are based on the FEC streaming architecture described in an updated version of [2].  The simulations compare the performance of Raptor to that of Reed-Solomon (and to that of an ideal FEC code) for various choices of parameters according to the criteria described in [3].  The Raptor codes simulations are based on the proposal in [1], the Reed-Solomon simulations are based on the proposal in [4], and simulations of an Ideal FEC code are used as a baseline for comparison.  These simulations show that the Raptor code is at least as good or superior to Reed-Solomon in terms of the MTBF (as defined in [3]), and has much smaller decoding complexity.  

2 Source RTP packet size variations and symbol size

As explained in [7], source RTP packet sizes and the distribution on source RTP packet sizes can vary widely, both within a stream and between streams.  Thus, it is important that an FEC code can efficiently handle variations in packet sizes.

2.1 Examples of source RTP packet size variation

Figures 1 provides examples of packet size statistics for the Foreman video clip at different media rates (16 Kbps, 24 Kbps, 32 Kbps, 48 Kbps, 64 Kbps, 96 Kbps, 128 Kbps, 192 Kbps, 288 Kbps, includes RTP header) encoded using the Helix Mobile Producer 10 Professional Offline (from Real Networks), and is described in more detail in Section 3.1.   To generate the charts shown in Figure 1, packet sizes from the source RTP stream were grouped into buckets of 10 bytes each, e.g., all packets of size between 291 bytes and 300 bytes were put into the bucket labeled 300.  The X-axis is labeled with the end-point of the size associated with each bucket, e.g., 300 bytes, and the Y-axis shows how many of the packets in the stream fell into that bucket.  As an example, the point (300, 43) in the 16 Kbps packet size distribution chart shown in Figure 1 indicates that 43 of the packets are between 291 bytes and 300 bytes in size.   It should be noted that there are variations of packet sizes within a stream, and that even the shape of the distribution between streams of the same rate can vary depending on the stream content.  Also, as can be seen, the higher the streaming rate the larger the fraction of packets that are close to the maximum size, and also the distribution of sizes becomes less variable.
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Figure 1

2.2 Effect of number of symbols 

As explained in more detail in [8], the number of source symbols that need to be recovered using repair symbols is the total number of source symbols in the source block spanned by the missing source RTP packets, including the wasted bytes associated with each such missing packet.  The wasted bytes are the bytes recovered by a full-length repair symbol at the end of a partially filled last source symbol of a source RTP packet in the source block.  These are wasted because bytes of the repair symbol are used to recover their values even though their values are known to be zeroes. Thus, the wasted bytes of the missing source RTP packets adds to the overall reception overhead necessary to recover the source block. In general FEC codes that are efficient when the number of source symbols K and the number of repair symbols R is larger are preferable, since they allow the usage of a smaller symbol size T which translates into less reception overhead due to less wastage, and thus less transmission overhead.

Furthermore, using a large number of symbols allows protection to be provided on larger source blocks, which allows protection across longer periods of time.  This is important to overcome losses of a few seconds due to cell changes.  In general, a longer protection period allows more efficient use of the available bandwidth.

Thus, FEC codes that are efficient when the number of symbols is large are superior to FEC codes that are only efficient with a small number of symbols, because they:

a. Provide better protection against loss using the same media and bearer rates.

b. Allow a higher media rate using the same bearer rate with the same protection level.
c. Allow a lower bearer rate with the same media rate and level of protection.
Raptor codes are very efficient when K and R are relatively large (for example K > 1,000), whereas for Reed-Solomon codes in practice K + R is constrained to be at most 255 (and as K + R approaches 255 the decoding complexity is many times that of Raptor).  Thus, Raptor provides protection more efficiently and flexibly than Reed-Solomon.
3 Simulation methodology

The different FEC codes considered are the Raptor codes, using the Raptor Forward Error Correction specification [1], an appropriate version of Reed-Solomon codes based on Reed-Solomon (see [4], [5] and [6]), and an idealized FEC code (which is an extension of the idealized FEC code described in [3]).  The performance results for the idealized FEC code are used as a baseline to judge how far away from optimal actual FEC codes are.  For all the FEC codes, the FEC packet architecture described in [2] is used in the simulations, and the packet header overheads and structures used for all FEC codes are the same.

3.1 Generating source RTP packets

Actual RTP trace files were used as input to the simulation. To prepare and collect such a trace, we execute the following steps:

· Encode the reference YUV file foreman_qcif_15fps.yuv with ffmpeg. Target format is a high bitrate 384 Kbps MPEG4 clip file.

· Read the 10 sec long MPEG4 clip with QuickTime Pro and cut-and-paste full copy of the original file 30 times to get 5 minutes worth (standard 3GPP procedure).  Save the resulting clip in MPEG4 format.

· Transcode the MPEG4 foreman clip to 3GPP format using Helix Mobile Producer 10. The target parameters are:

· Encoder type: H263

· Bit rate control: Constant bit rate

· Bit rate: from 16 Kbps up to 288 Kbps

· Double pass

· Video buffer size: 200 ms (smallest)

· Max RTP payload size: 500

· Serve the resulting 3GPP file with Helix Universal Server Advanced. 

· Play the file through RTSP/RTP with RealPlayer version 10.

· Collect the RTP packet trace with tcpdump.

3.2 Simulation description

In each simulation a fixed media rate is set for the MBMS streaming session (the media rate includes the RTP header of the source RTP packets but not any other headers), and a fixed bearer rate is set (the bearer rate includes the source RTP packets and the repair RTP packets, and includes the IP/UDP/RTP headers and the FEC Payload IDs).  The source RTP packet payload size varies in all simulations according to properties of the original stream (the size distributions are shown in Figure 1). The source RTP streams are derived using the methodology described in Section 3.1.  The repair RTP packet payload sizes are fixed to 512 bytes for each session for each FEC code.  This turns out to be a good length for a maximally-sized source RTP packet, because the maximum size including the RTP and FEC Payload ID is 509 bytes, and thus one symbol covers the packet in the source block that is formed in accordance with the symbol length used (as described in [2]).

For each simulation, the media rate, the bearer rate and the protection period is fixed.  In all simulations the ratio of the bearer rate to the media rate is fixed to 1.33. (With no headers this would ideally provide protection of up to 25% loss of the encoded block, but taking into account headers this ideally provides protection against loss of up to approximately 23%.)  A simulation that is labeled Sim-X-Y-Z uses a media rate of X Kbps, a bearer rate of Y Kbps, and a protection period of Z seconds.  

The protection period times the media rate is approximately the projected source block size, and the protection period times the bearer rate is approximately the projected encoded block size (except for Reed-Solomon in cases when the projected encoded block is more than 125 KB, an encoded block size of around 125 KB is used).  

For each simulation the PDU loss rate is increased incrementally, and for each PDU loss rate the measured MTBF is graphed for each FEC code. The MTBF (mean time between failures) is the average time between lost SDUs (as defined in [3]). This methodology accurately reflects the practical situation: generally the media rate, bearer rate and protection period are fixed when the transmission is scheduled, and it is the PDU packet loss rate that is unknown and can be quite variable, ranging from quite low for UEs in the core of the cell with good reception to quite high for UEs at the edge of the cell receiving a lower quality signal or for UEs that are making a transition from one cell to another.  The resulting charts enable one to evaluate the effectiveness of the various FEC codes over a variety of different loss conditions, and also can be used to judge the effectiveness of the FEC codes to protect the stream during cell changes of various durations, as described in Section 4.

The PDU loss transcripts are generated in such a way that transcripts that correspond to higher loss simply add additional PDU loss to the PDU losses of the lower loss transcripts.  This ensures that results are consistent as the PDU loss increases.  In all simulations only random link loss was modeled, but it is also important to consider losses due to cell change losses (conjectured to range between 1 to 5 seconds, see Section 4), and this justifies the usage of relatively long protection periods and consequent source block sizes in the simulations to overcome such cell change loss without excessive transmission bandwidth overhead.  All simulations with bearer rate 64 Kbps and below use UTRAN with the PDU size set to 640 bytes, and all simulations with bearer rate 128 Kbps and above use UTRAN with the PDU size set to 1280 bytes.

Whenever possible, the FEC codes use exactly the same source block structure and generate exactly the same number and size of repair packets for each source block.  This ensures that the comparison between the considered FEC codes is as fair as possible.  For larger protection periods and/or higher bearer rates, Reed-Solomon is not able to encode over a source block of the given protection period length.  In these cases, the protection period for Reed-Solomon is smaller, and thus the Reed-Solomon code would not provide adequate protection when there is a cell change loss.  

The mapping from the RTP packets to the PDU packet loss sequence is based on the mapping for fixed sized SDUs described in [3], appropriately modified to take into account the variable size RTP packets.   For each source block, all source RTP packets are first mapped to PDUs followed by all repair RTP packets.

For the Reed-Solomon code, the parameters are chosen to make the number of encoding symbols generated per source block as close to 255 as possible, because this minimizes the consequent transmission bandwidth overhead among Reed-Solomon parameters that are being considered (limited to field elements that are one byte long).  Reed-Solomon codes that use much less than 255 encoding symbols will have higher transmission bandwidth overheads for the same mean time between failure and less decoding complexity, whereas Reed-Solomon codes that use more than 255 encoding symbols, while theoretically possible, would be rather impractical in terms of decoding complexity and haven’t even been proposed.

The simulation results for Raptor use a reception overhead of 0.01.  At this reception overhead the Raptor decoding failure probability is so small that there is no measurable difference between the results if it were assumed to be zero.

In all simulations 100 receivers were simulated.

3.3 Simulation result charts 
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4 Cell change losses

Cell change losses have been conjectured to be in the 1-5 second duration range, although the actual range encountered in practice is still unknown and probably will vary depending on infrastructure deployment.    It seems likely that a simpler, less costly infrastructure deployment may be possible if the MBMS streaming service is able to overcome cell change losses of some significant duration without a play-out glitch for the MBMS streaming service.

Some MBMS service operators have explicitly expressed strong interest in glitch-free MBMS streaming when the duration of cell change losses is significant.  Furthermore, because the MBMS streaming service is not an on-demand service, but rather a subscribe and listen service, sensitivity to the duration of the protection period does not seem to be high, e.g., protection periods of 5 to 30 seconds seem to be acceptable.

Assuming a protection against 20% loss due to cell change loss seems reasonable, i.e. this is a reasonable compromise between additional bandwidth required to provide protection against loss and the required protection period.  This means that the each source block of the media stream is protected against slightly higher than 20% loss (to also account for other contributions to loss), and this is the level of protection used for all the simulations described in Section 3.  With 20% protection against loss, the protection period must be 1/0.2 = 5 times the duration of cell change losses.  Thus, a 5, 10, 20, 30 second protection period allows protection against up to 1, 2, 4, 6 seconds of cell change losses, respectively.

Reed-Solomon is limited to 255 encoding symbols per source block.  With source RTP packets of approximately 500 bytes in size, this means that the maximum encoding block length is at most around 125 KB = 1 Mbit.  If the bearer rate is Y Kbps, this means that the protection period for Reed-Solomon is limited to around 1000/Y seconds.  With protection against 20% packet loss due to cell changes, this means that the duration of a cell change loss that can be protected against with Reed-Solomon is at most 200/Y seconds.  Thus, for bearer rates 32 Kbps, 64 Kbps, 128 Kbps, 256 Kbps and 384 Kbps used in the simulations, the corresponding maximum duration of a cell change loss that can be protected against is approximately 6 seconds, 3 seconds, 1.5 seconds, 0.8 seconds and 0.5 seconds, respectively.  Thus, the duration of cell change losses that Reed-Solomon can provide protection for depends on the bearer rate, the available protection is worse for higher quality streams, and the protection does not cover the range of projected durations of cell change losses.  In contrast, Raptor can flexibly and efficiently provide the protection for the entire range of projected durations of cell change losses (and beyond), the entire range of projected bearer rates, and for any required amount of protection.

5 Decoding complexity

The computational speed of both FEC encoding and decoding is important, but since decoding is performed on the UE the FEC decoding work is of primary importance.  The decoding work is expressed in terms of the number of bytes exclusive-ored together for Raptor, and in terms of the number of byte table look-up operations plus the number of bytes exclusive-ored together for Reed-Solomon codes.  It should be noted that for Raptor codes the exclusive-or operations are performed on symbols that are several bytes in length (ranging from 16 bytes up to 512 bytes in the simulations), and thus these operations can be pipelined in a way that makes them very efficient to compute, i.e. most CPUs can exclusive-or several bytes together at a time and the bytes to be exclusive-ored together can be pipelined to the CPU, and thus the code can be highly optimized to perform such exclusive-or operations.   On the other hand, the byte table-lookup operations of Reed-Solomon codes must necessarily be performed byte by byte, and thus the same optimizations are not possible.  Thus, for the same decoding work value the Raptor codes will be faster than Reed-Solomon codes.  In the decoding work results we present in this document we have scaled the decoding workload for Reed-Solomon codes by multiplying it by a factor of two to take into account this discrepancy, and in practice we have found that this minor adjustment is typically somewhat exaggerating the actual decoding speed of Reed-Solomon codes.

For Systematic Raptor codes the average decoding workload is always very modest (at most 15 when packet loss rates are high, closer to 5 when packet loss rates are low).

For Reed-Solomon, the decoding complexity is generally much higher than for Raptor.   For all the simulations shown where the ratio of the bearer rate to the media rate is 1.33, for Reed-Solomon in the worst case approximately 60 source symbols of the roughly 255 encoding symbols are lost.  In this case the decoding workload of Reed-Solomon is at least 20 times higher than it is for Raptor.

One would imagine that the CPU of the UE is being used for functions other than FEC decoding during the streaming session.  For example, the CPU may be used to assist in receiving packets, in playing out the stream, or the end user may be using the UE for other purposes while the streaming is in progress.  In any case, it is reasonable to assume that the maximum percentage of the CPU allotted to FEC decoding should be below a prescribed percentage, e.g., below 10%.  If the CPU utilization for FEC decoding goes over the allotted percentage then there may be an undesirable glitch in one of the other functions of the UE, e.g., a glitch in the streaming playback.  Thus, it is crucial that the maximum required percentage of the CPU that needs to be available for FEC decoding is always respected.  Furthermore, if there is a governor applied to the FEC decoding that doesn’t allow its CPU utilization to go above a prescribed percentage and if the FEC decoding requires more than the prescribed percentage it will not finish decoding the source block in time for the playback and thus the full source block is not available to the media player which causes glitches in the media play-out.   For streaming, it is the worst-case FEC decoding time that matters, and this worst case must satisfy some very tight CPU constraints.

Battery life is another important issue that is related to CPU utilization.  Because FEC decoding is a continuous process for streaming, if the FEC decoder continuously requires a lot of CPU then it can have a detrimental impact on battery life.

From [5], the decoding time for Reed-Solomon of a 3 MB file on a Series 60 Symbian platform from around 4 MB of encoding symbols when approximately 60 source symbols are lost per source block is around 20 seconds using 100% of the CPU, which corresponds to an encoding block decoding rate of around 1.5 Mbps.  Extrapolating those decoding performance results to streaming, the resulting decoding rate for an encoding block on that platform using 100% of the CPU is approximately 100 Mbps divided by the number of source symbols lost in the source block.  Thus, if the media rate is X Kbps, the bearer rate is Y Kbps, and the protection time is t seconds, then the percentage of the CPU on that platform that would need to be available for decoding is approximately 0.25∙t/t’∙(Y-X) when the decoding is spread out over t’ seconds (where t’ must be at most t because otherwise the decoding is not keeping up.) As an example, if the media rate is 192 Kbps and the bearer rate is 256 Kbps and the protection period is 10 seconds, then the percentage of the CPU that needs to be available for decoding is approximately 16% if the decoding is spread out over 10 seconds (leading to an overall FEC latency of 20 seconds), whereas if the decoding is spread out over 4 seconds (leading to an overall FEC latency of 14 seconds) then 40% of the CPU needs to be available.

All of these issues are even more pressing if the protection period is longer, e.g., a 20 second protection period to overcome a few seconds of loss due to a cell change without an undue transmission bandwidth overhead.  In this case, spreading FEC decoding over the entire protection period is more noticeable, i.e., the overall FEC latency is 40 seconds instead of 20 seconds.  Thus, performing the FEC decoding over a much smaller period of time than the protection period, e.g., spreading the decoding over a couple of seconds when the protection period is 20 seconds, has advantages.  Raptor codes are flexible and efficient enough to easily satisfy this requirement.

6 Conclusions and Proposal

It is hard to know a priori all of the different loss conditions and types of applications that may be deployed with the MBMS streaming service. However, it is clear that once the MBMS service is deployed it is hard to redeploy it due to conditions that were different than expected that result in high levels of end user dissatisfaction.  

Raptor codes have the property that they will provide close to optimal performance independent of the packet loss, streaming rates, protection periods and protection amounts that would conceivably be needed with the MBMS streaming service. Furthermore, Raptor codes are so efficient and flexible that they allow the lowest common denominator UEs, that might conceivably be designed to be very low cost with very low battery power usage, to provide high quality MBMS streaming.  Thus Raptor codes are a good choice to ensure that there are no negative surprises in future deployments of the MBMS streaming service, and provide the most flexibility and efficiency for operating the MBMS service and for the UEs that support it.

Thus, the proposal is to adopt Raptor codes for MBMS streaming.
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