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1. Introduction

Multimedia streaming is a key MBMS User Service that should gain from the multicast and broadcast abilities and radio savings of the MBMS bearer service. Currently, two delivery methods are defined to multicast and broadcast content to the users: the download and the streaming delivery methods. The discussion so far has focused on the definition of the download delivery method. This document proposes to start the discussion on the definition of the MBMS streaming delivery method and provides a more general concept for the MBMS streaming user service.  

2. MBMS Streaming Delivery Method

The purpose of the MBMS streaming delivery method is to deliver continuous multimedia data (i.e. speech, audio and video) over an MBMS bearer. This delivery method complements the download delivery method which consists of the delivery of files. The streaming delivery method is particularly useful for multicast and broadcast of scheduled streaming content.

MBMS streaming delivery method should leverage existing transport protocols in PSS [1] as much as possible. Figure 1 summarizes the protocol stack for the MBMS streaming delivery.
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Figure 1 MBMS streaming delivery protocol stack

2.1 The Data Protocol

RTP [7] should be used for MBMS streaming delivery. RTP provides means for sending real-time or streaming data over UDP and is already used for the transport of PSS in 3GPP. The RTP payload formats and corresponding MIME types should be identical to the ones defined in PSS Rel-6 [1]. 

2.2 The Control Backchannel

RTP provides RTCP for feedback about the transmission quality. In the context of MBMS where no feedback channel is necessary, RTCP can be turned off by SDP bandwidth modifiers [6]. However clients should be allowed to send RTCP over a non-MBMS backchannel.

Detection of link aliveness is not necessary in the context of MBMS streaming.

2.3 Session Control and Session Description

Multicasting

Streaming delivery requires a “join” for multicasting.SDP and RTSP provide one method for joining a session and they both have multicast specific capabilities. The usage of multicast addresses and ports, ttl (time to live) parameter, hierarchical encoding (layering) should be used as defined in [4] and [5]. 
The streaming session is described by means of an SDP file. This SDP file is obtained via the describe method. Then the MBMS client can use the RTSP SETUP method and join a multicast group to receive the flow. The RTSP PLAY in the context of multicasting enables a client to tune-in to streaming session at the correct .position. PLAY has no impact on the server. Hence server should ignore the range in the PLAY, and should not activate any streaming but send only the RTP sequence number and timestamp information.
In the context of multicast over MBMS, the MBMS streaming delivery method does not allow the full control of the media by the client, hence RTSP trick play implementations (pause, seek, wind) are not applicable for MBMS. 
The RTSP TEARDOWN should be used to leave a multicast streaming session.

RTSP methods for MBMS are summarized in Table 1 and an example is provided in Section 2.7.

	Method
	Requirement for a MBMS client
	Requirement for a MBMS server

	OPTIONS
	O
	Respond

	REDIRECT
	Respond
	O

	DESCRIBE
	Generate
	Respond

	SETUP
	Generate
	Respond

	PLAY
	Generate (with no Range)
	Respond

	PAUSE
	N/A*
	N/A

	TEARDOWN
	Generate
	Respond

	SET_PARAMETER
	O
	O


Table 1: Overview of the RTSP method support in MBMS (*method not precluded for local usage)

Broadcasting
Broadcasting does not require the usage of RTSP but, although it can be used, since there is no “join”. SDP can be send by RTSP or other means. A client should have methods to accept or reject a (pushed) broadcast streaming session. This is outside the scope of sa4.
Examples for broadcasting and multicasting are given in Section 2.7.

2.4 Post-Delivery

MBMS streaming delivery is not suitable for point-to-point or for point-to-multipoint repair due to its scheduled nature and time constraints. 
A carousal type delivery could be leveraged at the expense of high bitrate consumption. Carousel could be beneficial if there is no FEC applied to the content and the channel is very lossy.
QoE Metrics are recommended as the post-delivery reporting method and can be negotiated as described in [1]. It is recommended to set the reporting period to “once” at the end of the session. 
For the purpose of post-delivery analysis further metrics can be defined (especially if there is no RTCP feedback enabled), such as:

- Total number of packets lost

- Average delay

2. 5 Rate Adaptation and Layering

Rate adaptation for Release 6 is only recommended if the client uses a non-MBMS backchannel for RTCP and/or RTSP. It should be noted that if enabled, rate adaptation is not as fine grained as in unicasting, and the server manages the rate of a MBMS group as opposed to individual clients. 

In addition, RTSP allows various layers to be sent over different multicast addresses:

<base multicast address>/<ttl>/<number of addresses>

We recommend the usage of SDP alt-group bandwidth definition in [1] along with RTSP layers. In the example below the SDP lines are taken out for simplicity. There are 2 multicast addresses 224.2.2.0 and 224.2.2.1. Bandwidth grouping of 32kbps corresponds to the first multicast address and the bandwidth grouping of 56kbps corresponds to the second multicast address:

…

c=IN IP4 224.2.0.1/3/2  


a=alt-group:BW:AS:32=1,3;56=2,3

….

2.6 Other Issues

2.6.1 Service Announcement/Discovery

<Under Discussion in SA4>

The working assumption is to use SDP/FLUTE over MBMS bearer [2][3]. At a minimum the client is informed about the location, the start time and the duration of the streaming session. Other push or pull announcement and discovery methods such as sap, http, sms, mms, etc. can also be used over non-MBMS bearers.

2.6.2 Reliability

<Under Discussion in SA4>

FEC should be used to enable the required QoS level (i.e. a low enough RTP packet error rate). The FEC scheme:

1. should be backward compatible to allow all UEs to decode the RTP flows

2. should be signaled to the UE on a per session basis to enable variable error protection in time (e.g. via SDP)

3. should enable unequal error protection depending on the media

4. should have low decoding complexity (e.g. XoR based decoding)

The RTP payload types for the redundancy packets are TBD.

2.6.3 Security

<Under Discussion in SA4 and SA3>

2.7 Examples
Example 2.7.1 MBMS multicast streaming

Step 1 and Step 7, Subscription and Unsubscription are out of the scope of SA4.  Step 2 is the service announcement/discovery phase. Step 3 is the join phase, where the user actively tunes into a scheduled streaming session. In step 3 multicast features of SDP and RTSP are leveraged, as well as additional new fields are added. Step 4 is the streaming phase. Step 1, 2, and 3 don’t have to come before Step 4 (i.e. a user can join after streaming has started or receive announcements while streaming goes on). Step 5 is the optional post-delivery phase where if there is a non-MBMS bearer a streaming report (extended QoE metrics report) is sent. Step 5 has to follow Step 4. Step 6, a leave, can happen any time.

In the example the MBMS server M provides 3 multicast addresses for the live music concert at 32kbps, 56kbps and 64kbps at 224.2.0.1, 224.2.0.2 and 224.2.0.3 respectively. RTCP RR and SR’s are turned off and total packet loss and initial buffering duration metrics are chosen to be sent once at the end as a post-delivery report.  The client chooses 56kbps at 224.2.0.2, port 3456.

Step 1: Subscription 

C(M <out of scope of SA4 MBMS work> 

Step 2: Service Announcement/Discovery 

M (C (push) sdp/flute (MBMS) or

M (C (push) mms (non-MBMS)

Step 3: Join

C->M: DESCRIBE rtsp://live.example.com/concert/audio RTSP/1.0

CSeq: 1

Supported: play.basic, play.scale

 
M->C: RTSP/1.0 200 OK

CSeq: 1

Content-Type: application/sdp

Content-Length: 181

Server: PhonyServer/1.0

Date: 23 Jan 1997 15:35:06 GMT

Supported: play.basic

v=0

o=- 2890844526 2890842807 IN IP4 192.16.24.202

s=RTSP Session

b=RS: 0

b=RR: 0

m=audio 3456 RTP/AVP 0

c=IN IP4 224.2.0.1/2/3

a=alt-group:BW:AS:32=1;56=2;64=3
a=control: rtsp://live.example.com/concert/audio

a=range:npt=0-

a=3GPP-QoE-Metrics:{Total_Loss, Initial_Buffering_Duration};rate=End
b=AS:32

a=control:trackID=1

a=alt-default-id:1

a=alt:2:b=AS:56

a=alt:2:a=control:trackID=2

a=alt:3:b=AS:64

a=alt:3:a=control:trackID=3

   C->M: SETUP rtsp://live.example.com/concert/audio RTSP/1.0

CSeq: 2

Transport: RTP/AVP;multicast

3GPP-QoE-Metrics:url=” rtsp://live.example.com/concert/audio/trackID=2”; metrics={Total_Loss, Initial_Buffering_Duration};rate=End
   M->C: RTSP/1.0 200 OK

CSeq: 2

Server: PhonyServer/1.0

Date: 23 Jan 1997 15:35:06 GMT

Transport: RTP/AVP;multicast;destination=224.2.0.2;

port=3456-3457;ttl=2

Session: 0456804596

Accept-Ranges: NPT, UTC

At this stage the terminal joins the MBMS bearer service by using the IP-MC@ = 224.2.0.2

C->M: PLAY rtsp://live.example.com/concert/audio/trackID=2 RTSP/1.0

CSeq: 3

     

Session: 0456804596

  
M->C: RTSP/1.0 200 OK

CSeq: 3

Server: PhonyServer/1.0

Date: 23 Jan 1997 15:35:07 GMT

Session: 0456804596

    

Range:npt=1256-

RTP-Info: url=rtsp://live.example.com/concert/audio/trackID=2;

seq=1473; rtptime=80000

Step 4: Scheduled Streaming

M(C <Fec’ed and/or Secured RTP> (MBMS)

Step 5: Post-Delivery (QoE Metrics is sent in Step 6 with a teardown)

Step 6: Leave


C(M :TEARDOWN rtsp://live.example.com/concert/audio RTSP/1.0

CSeq: 4

Session: 0456804596 

3GPP-QoE-Feedback: url=“ rtsp://live.example.com/concert/audio/trackID=2”; Total_Loss={518}; Initial_Buffering_Duration={3000};

M(C RTSP/1.0 200 OK

Cseq: 4

Session: 0456804596
Connection: close 

At this stage the terminal "leaves" the MBMS bearer service corresponding the IP-MC@ = 224.2.0.2
Step 7: Unsubscription


C(M <out of scope of SA4 MBMS work> 

Example 2.7.2 MBMS broadcast streaming

Step 1: Subscription 

C(M <out of scope of SA4 MBMS work> 

Step 2: Service Announcement/Discovery 

M (C (push) sdp/flute (MBMS) or

M (C (push) mms (non-MBMS)

Step 3: Scheduled Streaming

M(C <Fec’ed and/or Secured RTP> (MBMS)

Step 4: Unsubscription


C(M <out of scope of SA4 MBMS work> 

3. MBMS Streaming User Service

The MBMS streaming user service is an example of MBMS user service. The purpose of this user service is to enable the Packet Switch Streaming service as defined in 3GPP specifications but in a multicast environment making use of MBMS bearer service. The MBMS streaming delivery provides scheduled delivery of continuous media to subscribers of the service. Although the technology and protocols for multicast and broadcast streaming are not different from each other, the subscription and scheduling of the service could differentiate them. Example streaming user services are (broadcast or multicast):

· Live TV shows, headline news, concerts, radio channels, etc. 

· Live TV shows and radio channels with interactive voting channel

· Re-run of TV series

· Weather announcements, subtitled material, etc.

For further discussion:

The MBMS streaming user service makes use of the streaming delivery method and can also make use of the download delivery method. The download delivery method can be used to obtain discrete media files and presentation via MBMS. But these files could also be obtained via http as for regular PSS.
4. Conclusion
This document is submitted for discussion on multicast and broadcast streaming delivery. Most of the existing protocols defined in PSS [1] are leveraged for these two methods.
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