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1 Introduction

This document proposes a scalable and efficient way to achieve file repair for MBMS download sessions. This is a follow-up to the contributions [2] and [4] presented at previous meetings.

2 Scalability problem statement

When in multicast/broadcast environment, scalability becomes an important issue as the number of MBMS clients grows. Three problems must generally be avoided:

· Feedback implosion due to a large number of MBMS clients requesting simultaneous file repairs. This would congest the uplink network channel;

· Downlink network channel congestion to transport the missed blocks, as a consequence of the simultaneous clients requests.

· Repair server overload, caused again by the incoming and outgoing traffic due to the clients requests arriving to the server, and the server responses to serve these repair requests.

The three problems are interrelated and have to be addressed at the same time, in order to guarantee a scalable and efficient solution for MBMS file repair.

The specification [1] outlines a possible solution that consists in the distribution of the address of a file repair server and some parameters that guarantee a random time dispersion of the uplink traffic. The next section describes the solution.

3 Scalable file repair

A scalable file repair must guarantee the following:

· Minimal congestion of the uplink channel due to simultaneous client requests

· Minimal congestion on the downlink channel due simultaneous repair server responses

· Low overload of the repair server.

Therefore, the solution must guarantee good network channel utilization and a sustainable workload at the repair server.

3.1 Spreading the Load in time

Spreading (or randomizing) the clients’ requests over time by means of a back-off time function offers the scalability feature.

The proposed back-off rule for the MBMS clients to randomize the start time of the file repair request is an extension of what was proposed in [2] and [4].

The back-off mode attribute describes the way the MBMS sender tells the receiver(s) when to start the request for repair operation, or how to compute this starting time. This includes the signalling of a set of parameters that enable a receiver to compute the repair starting time.

An example is given below (this syntax is not tight exclusively to an SDP description):

backoff-mode:(value1, value2, value3, value4)

where

value1 is the error rate repair threshold.

value2 is the back-off time if the error rate is below value1, since the end of the delivery session. 
value3 is the waiting time in case the error rate exceeds the threshold given by value1.

value4 is the back-off time if the error rate is above value1. It is a displacement value relative from value3 after the end of the delivery session.

3.2 Spreading the load across network elements

Even more scalability can be provided when scattering the load not only in the time dimension but also across different repair servers. These would operate in parallel and contribute to scale down the load deriving by the simultaneous repair requests.

Spreading (or randomizing) the clients requests across network elements by means of selecting different servers offers another grade of control. This means basically to consider Load-Balancing solutions already in the design phase of the system. The main use-case of MBMS system extension is to serve large audiences simultaneously.

The normal load-balancing approaches would be to put a physical box as load balancer in front of the repair server farm. In this case, the load-balancer itself and the network path to the load balancer is likely the bottleneck. 

In a more scalable solution the server would directly provide the URIs of a set (>=1) of repair servers (the URI can also be given as IP address), among which the client would select randomly one to start the repair session. This scheme directly solves the load-balancing problem at the client side, since the request load is directly distributed among servers. 

4 Flexibility of the solution

This solution can be used in a flexible way. For instance, at least the following cases are allowed:

1. File repair based on error thresholds: if value1=W, value2=X, value3=Y, value4=Z then the following rule can be implemented:

if error rate < threshold W then
“uniformly randomise the repair request over a time period X, starting from the end of the initial delivery session” 

else 

“must wait until after a certain time Y after the initial session ends, and then randomise the NACK(s) over a time period Z”.


endif;
This scheme enables a “quick repair plus slow repair” to maximise the user experience. MBMS users who’s clients got many errors in the initial delivery are likely to experience worse QoS in any case – if they wish to consume the content immediately after delivery; they will have a potentially long repair session to wait for anyway. However, users who got very few errors are thus given priority in “repair resources”, and so they should be able to quickly use the content after the initial delivery session. 

For example, for W=1%, X=20 sec, Y=30 sec, and Z=20 sec, would allow the users that experience an error rate below 1% to start their repair session within 10 seconds. Users with high error rates would wait for 30 seconds (the time required to perform all the file repairs of the low error rate users), and then start their repair session within 20 seconds.
2. File repair based on simple uniform time distributions: for instance, if Y=0 and Z=X [backoff-mode:(1, 450, 0, 450)], a single back-off time is used for all the MBMS clients, independently of the perceived error rate W. This realizes a simple back-off mechanism as described in [3] (“randomize all the clients over a 450 seconds period”).
3. File repair based on class of users: multiple back-off modes can be used and listed in the back-off modes description. These are implicitly labelled in incremental order (0, 1, 2, …, m) according to the order of presentation in the description instance. For example, the first mode described would be identified as mode 0 (e.g., for “Gold” subscription users), the next to appear would be identified as mode 1 (e.g., for “Silver” subscription users), and so on until the last mode. 

Example: 



backoff-mode:(1, 20, 30, 20)

//Bronze



backoff-mode:(1, 10, 20, 10)

// Silver

backoff-mode:(1, 5, 20, 5)

// Gold
shows an example of Bronze, Silver, Gold type of users. Clearly the Gold users perform their file repair faster then the other users.

4. Overlapped file repair: the file repair of different classes of users can occur in non-overlapping or (partially) overlapping time windows, based on the server configuration. Overlapping is also possible within a single back-off mode. For example, the MBMS server might want to use a value Y < X so that it allows overlapping of the repair sessions for low error rate and high error rate clients.  

5 Analytical results

This section shows results for the first of the possible cases described in the previous section. Suppose the following example case:

· 1000 MBMS clients in the system;

· 90% clients usually get an error rate <= 1%;

· 10% clients usually get an error rate > 1%.

If all the clients start a file repair operation simultaneously, the server load will be for 1000 client. The objective is to reduce this load to a maximum of, let’s say, 20 simultaneous clients.

Let 10s and 20s be the average delay caused by a file repair request respectively for the clients that get the lowest and highest error rates.

Randomizing the lowest error rate clients (900 clients) over 10*900/20=450s would result in a server load of a maximum of 20 simultaneous clients performing file requests.

Randomizing the highest error rate clients (100 clients) over 20*100/20=100s after waiting 450+10=460s would result in a server load of a maximum of 20 simultaneous clients performing file requests.

Figures 1 and 2 show the time dispersion for the load during the repair sessions. The circle indicates the repair session start time, and the duration (10 seconds in Figure 1 and 20 seconds in Figure 2) is also marked.
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Figure 1 shows the time dispersion for the lowest error rate clients. The uniform random distribution distributes the start time of each client repair session. As it can be seen from the figure, the horizontal lines (each considered as “sample second” within the 450s time dispersion) cross an average of 20 simultaneous repair sessions reducing the instantaneous load of the repair server.
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Figure 1. Time dispersion for the 900 low error rate clients.

Figure 2 shows the time dispersion for the highest error rate clients. The uniform random distribution distributes the start time of each client repair session. As it can be seen, also in this case, the horizontal lines (each considered as “sample second” within the 100s time dispersion) cross an average of 20 simultaneous repair sessions effectively reducing the instantaneous load of the repair server.


Figure 2. Time dispersion for the 100 high error rate clients.

In this example, the MBMS server would signal then the following parameters to the MBMS clients:

backoff-mode:(1, 450, 460, 100)
This means W=1%, X=450 sec, Y=460 sec, Z=100 sec. 

The example above shows that the time dispersion function efficiently provides scalability for a repair server. However, different methods to derive the four variables can be utilized by the MBMS server to enable a flexible usage of the back-off mechanism. 

6 Conclusions

In this contribution a method for scalable file repair of MBMS download sessions has been presented. It is to be agreed the correct placement of the back-off signaling information. We do not recommend placing it in the FLUTE FDT, and recommend using the back-off modes at MBMS session level. Thus, the back-off signaling information can be updated on a per transmission basis. Beside these two aspects we propose that the above proposal is accepted as working assumption for Rel. 6 MBMS.
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