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1 Introduction

This document describes a point-to-point repair mechanism for MBMS download using FLUTE [1]. This repair mechanism is part of the SA2 architecture specifications [2], and one topic that needs to be addressed by SA4, as recommended by the output of the MBMS Joint Meeting [3]. 

The content of this contribution in not conflicting with [4] in principle, although this document proposes some changes and enhancements to complement it.

2 QoS aspects of MBMS bearers and implications to p-t-p repair

The need of point-to-point repair mechanisms is dictated by the level of QoS offered by MBMS bearers over mobile networks. It is expected then UTRAN MBMS bearers offer a QoS that is not worse than GERAN MBMS bearers. 

The QoS offered by GERAN bearers has been characterized by the GERAN WG studies and is contained in documents [5] and [6]. Hereafter a short summary:

· Reasonable maximum SDU size is 500 bytes;

· Target SDU error rates of 1% and 0.1% can be achieved (excluding losses derived from cell changes);

It is therefore reasonable to assume that 1% target SDU error rate can be achieved over MBMS bearers in normal radio conditions. 

To understand the impact of a point-to-point repair operation, let’s consider the download of a video file, which is large enough. For example:


File size: 1 Mbyte


Encoding: H.263 video at 59.25 kbps, AMR-NB at 4.75 kbps


MBMS bearer: 32 kbps.

One file of such dimensions carries over 2 minutes video clip. Its download over the MBMS bearer takes about 4.5 minutes. It has to be noted that a file encoded at 32 kbps would take always 4.5 minutes to download, but the clip duration would be higher (in this case, over 4.5 minutes). Considering the high download time experienced by a user, this has to be considered already as an extreme case. 

What is the impact of a point-to-point repair, considering the QoS offered by an MBMS bearer? If 1% is the SDU error rate offered by the bearer, and the file above is transmitted, about 10 Kbytes of data doesn’t reach the MBMS receiver and needs to be retransmitted via point-to-point repair. 

The point-to-point repair operation can make use of bearers that can be of different size compared to the size of the MBMS bearer. For this operation, therefore, bearers of 32 or 64 kbps can be used for example. If the smallest of these bearers is used, 10 Kbytes of data can be re-transmitted using a reliable TCP connection using 8 packets (with a payload 1400 bytes long). The required transmission time to perform the point-to-point repair operation over the 32 kbps bearer is therefore about 3 seconds. The total point-to-point repair operation must take into account also the point-to-point bearer connection delay + 1 RTT for the receiver to request the missing data + the point-to-point bearer disconnection delay. It is roughly estimated that the whole operation can be completed in about 10-20 seconds depending on the actual receiver error rate and the point-to-point bearer size.

We believes that, considering the entity of losses and the analysis above, it is sufficient to perform repair of an MBMS download session only by point-to-point repair (i.e., without any additional FEC support).

3 Point-to-point repair using FLUTE

This section contains a way to perform point-to-point repair of FLUTE sessions using HTTP. Figure 1 shows the system architecture. 
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Figure 2 shows how to construct FLUTE packets. Here each file (the transport object) is split into a set of source blocks (each source block is identified with a Source Block Number (SBN)), and a number of encoding symbols is generated from each source block (each encoding symbol is identified with an Encoding Symbol Identifier (ESI)).  A FLUTE packet is made of a certain number of encoding symbols (for MBMS download we recommend to map one encoding symbol to one FLUTE packet, as depicted in Figure 2).

The download and repair sessions are a sequence of steps 1-3 as indicated in Figure 1. These steps are:

(1) Download
FLUTE identifies the files (URI)

FLUTE fragments files & identifies the fragments (SBN+ESI)

(Point-to-multipoint bearer activation)

File fragments are delivered in “Download” IP packets by FLUTE sessions

Some packets (fragments) are lost between MBMS server & MBMS client

(2) Repair Request

MBMS client receives FLUTE packets for a file

MBMS client identifies the lost fragments of a received “broken file”

(Point-to-point bearer activation)

MBMS client sends a single “Repair Request” for each file with missing fragments by an HTTP session

The “Repair Request” identifies the missing fragments by their (URI, SBN, ESI) triplets
(3) Repair Response

Repair server locates the missing fragments by the (URI, SBN, ESI) triplets

Repair server sends just the requested fragments by the HTTP session

An HTTP-based repair request is followed by one or more repair responses carrying the requested fragments 

(Point-to-point bearer de-activation)

MBMS client rebuilds the broken file
It is advisable that the MBMS client performs a single HTTP request per file of the FLUTE session in order to improve efficiency and reduce the point-to-point repair delay. This is a critical issue, in order to maximize the user experience. This can be realized with the above scheme, by deploying FLUTE-aware repair servers. In addition, this method offers simpler lookup comparison between requests from multiple MBMS clients, in case the repair is performed point-to-multipoint (see next section).

As alternative, a simple HTTP request (with Byte Range) invoked by the MBMS client might be a possibility [4], but might be sub-optimal for MBMS download point-to-point repair. 

4 Scalability issues

When in multicast/broadcast environment, scalability becomes an important issue as the number of MBMS clients grows. Three problems must generally be avoided:

· Feedback implosion due to a large number of MBMS clients requesting simultaneous point-to-point repairs (this would congest the uplink channel);

· Downlink channel congestion

· Repair server overload.

The three problems are interrelated and have to be addressed at the same time.

The specification [2] outlines a possible solution that consists in the distribution of the address of a point-to-point repair server and some parameters that guarantee a random time dispersion of the uplink traffic. This can be done during session announcement. A rule for the MBMS client to randomize the point-to-point repair request could be

if error rate < threshold then
“uniformly randomise the NACK(s) over a time period X, starting from the end of the initial delivery session” 

else 

“must wait until after a certain time Y after the initial session ends, and then randomise the 

NACK(s) over a time period Z”.


endif;

This scheme somehow incorporates the idea presented in [4], but is particularly useful in enabling a “quick repair plus slow repair” to maximise the user experience. Users who’s MBMS clients got many errors in the initial delivery are likely to experience worse QoS in any case – if they wish to consume the content immediately after delivery; they will have a potentially long repair session to wait for anyway. However, users who got very few errors are thus given priority in “repair resources”, and so they should be able to quickly use the content after the initial session. Thus, this method enables even poor initial deliveries to complete, while ensuring that good initial deliveries are completed by repair at good user perceived QoS levels. 

For example, for X=10 sec, Y=30 sec, and Z=30 sec, would allow the users that experience a low error rate to start their repair session within 10 seconds. Users with high error rates would wait for 30 seconds (the time required to perform all the point-to-point repair of the low error rate users) and then start their repair session within 30 seconds.

Combined point-to-point and point-to-multipoint repair
Feedback implosion can be effectively resolved by making use of both point-to-point and point-to-multipoint repair. The MBMS server, after reception of a certain number of NACK requests from the MBMS clients may decide, based on its own thresholds, to close the point-to-point connections and re-transmit the entire (or part of the) session in multicast/broadcast. This happens if the server understands that the clients have made too many re-transmission requests (i.e., there is a higher error rate), and it is better to avoid wasting network resources using point-to-point connections. 

The threshold may be statically configured, such as 4 different client NACKs for a session, or dynamically calculated, such as extrapolated from historical data (e.g., 2 NACKs from different receivers within 3 seconds for a football-video service indicates that 5000 NACKs can be expected within 10 minutes). 

In the case that the server has chosen to close point-to-point repair data delivery, and re-deliver the data point-to-multipoint, the server signals to the clients that the repair session will occur in the future, and thus informs the clients which have not yet NACKed their missing data that they do not need to. 

Furthermore, this signaling to the clients may also indicate exactly which fragments of data are to be resent, and thus enable the clients to establish the extent to which their content will be complete – and need for subsequent (point-to-point) repair thereafter. The method makes use of a point-to-multipoint repair token that is sent to the receivers after the end of the FLUTE session. 

This enables to repair the majority of clients that gets lots of errors (e.g., 90%), and possibly leave a residual small number of clients that can request point-to-point repairs. Such technique effectively addresses the feedback implosion problem.

5 Conclusions

In this contribution a method for point-to-point repair of FLUTE MBMS download sessions has been presented. This is based on the identification of the missing FLUTE blocks and their retransmission using HTTP. The method can be used efficiently taking into account scalability issues. A possibility is to allow point-to-multipoint repairs of FLUTE sessions.

Nokia proposes this as point-to-point repair mechanism for MBMS download, and proposes to adopt point-to-point repair as the only way of download file repair for MBMS Rel. 6.
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