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1 Introduction 

At the SA4#29 Meeting the proposal for RTP retransmission in PSS Rel-6 was accepted as “conditional” working assumption.

A number of comments and concerns from other companies were expressed during that meeting and are addressed by this contribution:

· What is the impact of RTP RTX on the overall delay?

· What is the impact of RTP RTX on the bandwidth?

· What is the complexity at the server and client?

· How does RTP RTX relate with bitrate adaptation in PSS?

· How does RTP RTX relate with RLC retransmissions?

2 Problem Statement

In a 3GPP PSS streaming session, there may be different causes for packet losses: they may occur before the radio access network (Core Network, or even in an IP backbone outside the 3GPP domain) or in the radio access network.

2.1 Packet losses before the RAN

The server may be located on the best effort Internet and packet losses may thus occur before the radio network. The only way these packets can be recovered is through end-to-end RTP retransmission.

2.2 Packet losses in the RAN

The packet losses observed on the RAN are very dependent on the radio technology being used, whether RAN tries to guarantee a certain level of QoS (and with which parameters) and on its implementation.

It has to be noted that the radio bearer may itself provide retransmission at the radio layer. However, packets may still be lost because of RAN buffer overflow. For example, the network may discard some packets not to exceed the transfer delay parameter.

Retransmission can also be used to recover the packets lost during a handover, especially for short handovers.

Retransmission at the RTP layer allows the sender to selectively resend only some of the packets to the receiver. In case of a handover where several packets are lost, this feature can be used to limit the number of packets that need to be retransmitted.

3 Performance of RTX

3.1 What degree of reliability can be achieved? 

The degree of reliability depends on the number of retransmissions that are allowed for each packet.  This, in turn, is limited by the round-trip time and the scheduled playout time.  In general 100% reliability cannot be achieved, nor it is desired for streaming.   

The RTX payload format allows servers to perform selective retransmissions depending on the importance of the requested packet. This feature can be used at the server to trade off reliability against bandwidth usage. E.g. in situations where the sender is sending a stream at low bit rate or the client buffer is low, the server should not try to retransmit every packet.  The server could limit the retransmissions to packets of high importance.

3.2 What is the impact on delay?

Streaming applications typically include an initial period of a few seconds for buffering of media packets.  This initial period allows shifting the start of the media playout.  

In practice, this means that the media the user currently experiences has actually been present in the terminal for some time (being the maximum equal to the buffering time).  Thus, for a given packet, it might happen that the client receives it in its first transmission or not.  In case not, the client requests a retransmission as long as the buffering time is not exhausted.

Moreover, the bandwidth assigned to a streaming session includes both the original and retransmission streams, so that retransmissions do not add any delay to the delivery of the original packets (first transmissions).

From the above, we can conclude that retransmissions have no impact on delay.

3.3 Complexity at server and client 

At the server: in order to serve retransmissions, an additional RTP entity is needed to send and encapsulate the requested packets with the RTX payload header (2 bytes = original sequence number).  The server shall also reserve additional buffer space to store the packets for retransmission.  It shall also monitor the buffer level, deleting those packets that have expired.  Packets might also be explicitly acknowledged and so upon acknowledgement directly deleted from the retransmission buffer.

At the client: the client needs to establish an additional RTP entity for RTCP reporting (retransmission requests) and to identify the associated retransmission stream.  This implies minimal added functionality.

This is the basic functionality for the protocol to work properly; no additional computation is involved.  Unlike error concealment or other application-level repair mechanisms, there is no complex signal processing involved. Moreover, unlike an FEC based recovery scheme, it does not require any decoding of the bits of the received packets to interpolate the missing packets. RTP retransmission is thus a recovery scheme with minimal computational complexity.

RTP retransmission is thus a recovery scheme with minimal computational complexity.

3.4 How does an application using RTX behave in a congested network?

The behaviour during congestion of an application using RTX is specified by the profile in use, i.e. AVPF.  In principle the behaviour is not different from the behaviour of an application using RTP and AVP in a congested network.

The total bitrate (i.e. the sum of the original and the retransmission bitrate) shall be controlled.  The way and amount of this rate reduction is specified by the rate control mechanism.  The rate control mechanism is not specified by  RTP, RTX or the profiles.  The rate control mechanism depends on the environment and the application.

A previous contribution [S40300152] explains how such rate control mechanisms might be implemented using the set of protocols available in the RTP framework.
3.5 Simulation results

For the issues discussed in this contribution, we did not find it necessary and useful to demonstrate the concept and behaviour of RTX through simulations. If specific simulations are still required after this contribution we will be happy to provide them in the next meeting.
4 Relation with other PSS protocols or PSS features

4.1 Relation between RTX and the Profile for Enhanced RTCP Feedback (AVPF)

Clients must be able to request lost packets.  The AVP profile does not allow by itself to do this, as no packet formats are defined there for this purpose.  

The AVPF profile defines General ACK and General NACK packet formats enabling these reporting.  

For the RTX payload format it is required that the clients and the senders support, at least, the General NACK message format defined in AVPF.

4.2 How does RTP RTX integrate with bitrate adaptation in PSS?

The signalling for bitrate adaptation allows the server to derive the status of the receiver buffer. 

When coupling signalling for rate adaptation with retransmission, allows the server to:

· Adapt the transmission and content bitrate in order to prevent buffer underflow or overflow at the receiver

· Decide whether or not to retransmit a requested packet based on the buffer status.

In the estimation of the buffer size at the client, the server is able to estimate the size by summing the number of bytes for packets whose sequence number is between OBSN (Oldest Buffered Sequence Number) and the highest sequence number reported in the RTCP Receiver Report (RR). Since lost packets are already counted in this estimation, the server does not need to add the size of the retransmitted packet for the purpose of buffer overflow prevention.

The server is able to estimate whether the retransmission of the packet would cause a receiver underflow at the receiver. The server should retransmit a packet only if it estimates that no underflow will happen.

4.3 What is the interaction of RTX with the RLC layer?

RLC performs retransmission on RLC-PDU level between RNC and UE.  In RLC, the number of retransmissions is limited by static settings: either a given number or some timer value.  Moreover, RLC does not compensate for lost RLC-PDUs beyond this limit nor for IP packets which are lost before the RNC. 

As often documented in the academic literature, it is possible that RLC-level retransmissions interact with retransmission timers at other layers.  The effects of these interactions might include packet repetition, added delay or packet reordering.  In RTX, client retransmission timers might be set to trigger automatic retransmission requests.  These might interact with RLC retransmission timers, e.g. a packet being retransmitted at RLC-level is, at the same time, requested by the RTP client.  To avoid this sort of interactions, the RTX payload format recommends monitoring the rate of packet repetition for the requested packets, so that the retransmission timer might be set to the appropriate value.  A simple method is to define the round-trip time value as the time between a retransmission request and the arrival of the packet.

5 Status in the IETF

5.1 Clarification on the IPR Issue

The draft-ietf-avt-rtp-retransmission-10.txt  has been recently requested for Proposed Standard by the AVT chairmen. This draft includes a clarification of the IPR issue as requested by the AVT chairmen.

6 Conclusion

We propose the acceptance of the retransmission in Release 6 as a working assumption.

7 References

[RTX] “RTP Retransmission Payload Format”, draft-ietf-avt-rtp-retransmission-10.txt, J. Rey et Al, January 2004, IET AVT WG, Work in Progress.

[AVP] "RTP Profile for Audio and Video with Minimal Control ", RFC3551, H. Schulzrinne, S. Casner. July 2003.

[AVPF] “Extended RTP profile for RTCP based feedback”, draft-ietf-avt-rtcp-feedback-07.txt, J. Ott et. al., IETF AVT WG.

[RTX#26]  S4-030330 "RTP retransmission in PSS Rel-6", Nokia, Panasonic, Suresnes, France, 5 - 9 May, 2003.

[RTP]  H. Schulzrinne, S. Casner, R. Frederick and V. Jacobson, "RTP: A Transport Protocol for Real-Time Applications", RFC 3550, July 2003.

[PSS] 3GPP, "Transparent end-to-end packet switched streaming service (PSS); Protocols and codecs (Release 5)", TS 26.234 v 5.3.0, December 2002.
[S40300152] S4 (03) 00152 "End-to-End bit rate adaptation for PSS - Framework and Basic Functionality", 3GPP TSG-SA WG4 Meeting #25bis Berlin, Germany, 24-28 February 2003.

