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1 Introduction

During the PSM session at the SA4#29 meeting a document was drafted which summarizes the status of discussions on scenario assumptions and performance measures for the evaluation of application layer FEC schemes for MBMS. 

Section 2 of this document contains some general comments to [1] . 

Main purpose of this document is to present a proposal on how to evaluate FEC mechanisms for MBMS download services and how their performance relates to the case of a not FEC protected transmission. A step-by-step simulation procedure is presented. By this approach it will become possible to obtain comparable results for different FEC mechanisms in different RAN scenarios when applied to MBMS download services.   

2 General comments on MBMS FEC evaluation  

2.1 Download and streaming should be treated as separate use cases for FEC

Since the FEC requirements for download and streaming are different, streaming and download should be treated as separate use cases for FEC investigations. 

This contribution focuses on download only, except for what is said in section 2.3, which applies in general. 

2.2 SDU sizes and file sizes should be expressed as ranges, not as fixed numbers 

Instead of mandating fixed sizes for files and SDUs, we propose to define classes covering certain ranges both for SDU and file sizes. Simulation results should then be executed for representative file and SDU sizes from the different classes. SDU sizes are difficult to fix a priori, since the selected FEC mechanism and its configuration can have an impact on the possible SDU sizes. In addition, as we will see below, the RAN scenario also might put some limitations on meaningful SDU sizes.

We propose the following classes:

· File sizes: Small (30KB – 300kB), Medium (300 kB – 1 MB), Large (1 MB – 10 MB)

· SDU sizes: Small (64 – 500), Medium (500 – 900), Large (> 900)  

For file sizes below 30 kB, the efficiency of the delivery mechanism is relatively less important than for large file sizes and hence should have less impact on the design of the service.  
2.3 Meaningful combinations of bitrate, SDU size, SDU error ratio and error patterns should be derived from typical RAN scenarios

Bitrate, SDU size, SDU error ratio and error patterns should not be regarded as free parameters. Instead they should be derived from the most likely UTRAN/GERAN MBMS bearer configurations.

The main characteristics of the radio bearer are bitrate, transport block size, and its sensitiveness against transmission errors, the latter usually expressed as BLER (transport block error rate).

In UTRAN the performance of a radio bearer is usually expressed as BLER versus transmission power. In GERAN the performance is expressed as BLER versus C/I. 

In an MBMS scenario even stationary users perceive different radio conditions depending on their location in the cell. Hence each user perceives a different BLER value. In order to capture user distributions, it is necessary to assume a certain BLER distribution, reflecting the variety of channel conditions the users of an MBMS service will perceive. Additional dynamic is introduced if mobility, cell congestion and other effects are taken into account. For realistic simulations focusing on MBMS scenarios it is important to take those effects into account by at least assuming a larger user group where each users perceives a different BLER.  

2.3.1 UTRAN scenarios

For UTRAN there exist a Technical Report, which contains results from physical link simulations presented as curves showing block error rates versus transmit power [2].  

[2] presents S-CCPCH performance results for different FACH configurations. An example is shown in Figure 2. One conclusion from the results is that a longer TTI is always beneficial since for longer TTIs the same BLER can be achieved with less power. Since 64 kbps seems to be sufficient for most mobile download applications, we suggest in the first step to only consider the 64 kbps / 80 ms TTI UTRAN configuration resulting in a transport block size of 640 bytes. This block size allows one to SDU sizes up to the typical MTU sizes used in the internet (> 1000 bytes). However, it should be clarified with RAN whether other bitrate/TTI combination should be considered as well.

Figure 1 gives a schematic example of how 400 bytes long SDUs are segmented into RLC blocks for transmission over the radio link. As can be seen from the example, one RLC block may contain data belonging to more than one SDU. This in particular makes it difficult to transform a certain RLC block error rate into an SDU loss rate in an easy way.
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Figure 1: Example of segmenting SDUs into UTRAN RLC blocks.

The results in [2] assume a particular geometry factor, which is G= - 3dB in Figure 2. Without going too much into the detail, it should be mentioned that the geometry factor tells something about the interference from the neighbour cells. In a “typical” cell configuration, the geometry factor G = - 3dB applies to approximately 85% of the users. That means that 85% of the users will perceive a lower BLER while 15% of the user will perceive a higher BLER. In order to capture this effect, a certain BLER distribution needs to be assumed. One approach could be for instance to use an exponential distribution resulting in a probability of 0.85 for a BLER of 1%. 

An LS with this input doc attached should be sent to RAN1 asking for meaningful UTRAN configurations and related BLER distributions, also explaining the trade-offs between configuration parameters, BLER, and transmission efficiency
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Figure 2: Copy of Figure 4.2.2 taken from [2]

2.3.2 GERAN scenarios

Figure 3 shows how in GERAN an SDU is segmented into RLC blocks (taken from [3]). Typically, in case of an RLC data block error, the entire LLC frame is discarded (this was also the assumption for the simulation results presented in [3]).
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Figure 3:  Transmission of MBMS SDUs across several protocol layers for GERAN A/Gb mode (taken from [3]).
Reference [3] also presents some simulation results for a particular GERAN configuration (MCS-1, TU-3 iFH). Those results show the following: 
· For BLERs in the range of 1% reasonable SDU sizes are between 250 and 350 bytes 

· A BLER of less than 1% requires C/I values better than 11 dB (note that the minimum C/I may be as low as 9 dB) 
Latest simulation results from [4] state:  

· For a C/I = 12 dB and assuming an implementation margin of approximately 2 dB, a throughput in the range 2.66 kbit/s to 9.87 kbit/s per timeslot (simple repetition code give lower throughput than more sophisticated outer coding) can be achieved with a target SDU error rate of 1% (for SDU sizes below 500 bytes) (note that the minimum C/I may be as low as 9 dB)
· It is currently believed that the maximum number of timeslots is 6, although in typical scenarios the number used may be lower, 4 being a more likely value.
The simulation results show, that for GERAN smaller SDU sizes (< 500 bytes) are preferable. The BLER figures presented so far had been calculated for a C/I between 11 dB and 12 dB. However, to capture the heterogeneous channel conditions of a group of MBMS users, a certain BLER distribution is required. A possible way to achieve such a BLER distribution is outlined in the following:

1) Specify one or two (or three) C/I distributions typical for certain type of cells

2) Identify a reasonable GERAN bearer configuration which results in a 1 % BLER for 80% - 90 % of the users

3) Vary the C/I and record the BLER for each C/I value

Outcome of this would be a BLER distribution for a given GERAN configuration, allowing fairly realistic comparisons between different FEC schemes.   

An LS with this input doc attached should be sent to GERAN asking for meaningful GERAN configurations and related BLER distributions, also explaining the trade-offs between configuration parameters, BLER, and transmission efficiency

3 Comparing FEC performance for MBMS download scenarios

As was already said, looking at the FEC performance for a single link with fixed BLER figure does not say much about the overall performance in a typical MBMS environment where even stationary users perceive different radio conditions depending on their location in the cell. 
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Figure 4: Performance evaluation result comparing different FEC mechanisms

In order to capture those effects we propose to use a certain BLER distribution, better reflecting an MBMS service environment. The performance of each FEC mechanism can then be evaluated by looking at the “Probability of unsuccessful file decoding” at a given “FEC overhead” for the selected BLER distribution. Figure 4 gives an example of how such a graph might look like. In the following we describe in more detail, how such a graph can be produced.

3.1 Procedure for evaluating application layer FEC for MBMS download services

In the following we list the steps for running the simulations required to produce a graph as shown in Figure 4.

Step 1: Decide upon RAN scenario, associated BLER distribution, and other mobility effects

· As was mentioned in section 2.3.1, the BLER distribution depends on the selected RAN scenario. Meaningful configurations and related BLER distributions need to be provided by GERAN and RAN1.

· Optionally, effects from mobility could be taken into account by switching in regular time intervals between randomly picked BLER values from the chosen distribution. Handover can be modelled by burst losses of a certain duration. Cell congestion could be taken into account as well. Models for capturing those effects need to be discussed with RAN1 and GERAN groups.

Step 2: Choose an FEC mechanism

· Select one from the existing candidates

Loop1: For each considered FEC overhead configuration 

Step 3: Generate FEC protected file 

· Before a transmission can be simulated, the IP packets, which represent an FEC protected file needs to be generated. This requires selection of a target SDU size from one of the classes proposed above. The only parameter, which should be varied between different simulation runs, is the FEC overhead. In some cases a change in the overhead configuration could also require a change in the SDU size. Therefore, in the simulation results the chosen SDU size should be stated explicitly. Before the actual transmission can be simulated, the file should be segmented into SDUs (= IP packets). 

Loop2: For each user i

Step 4: Select mean BLER for user i according to assumed BLER distribution

Step 5: Simulate transmission for user i

· Segment each SDU into transport blocks. The transport block size is determined by the bearer configuration (see Figure 1 and Figure 3).

· Link behaviour is simulated by dropping transport blocks according to uniformly distributed loss pattern according to a mean BLER selected in Step 4.

· Transform transport block loss events into corresponding SDU (= IP packet ) losses.

Step 6: Check whether for user i the received packets are sufficient to reconstruct the transmitted file

End Loop2

Step 7: Memorize for given overhead the percentage of simulated users, which could not reconstruct the transmitted file  

End Loop1

3.2 Summarizing the simulation results

For completeness a detailed listing of the simulation parameters and the simulation result for each simulation should be given. A possible format is shown in Table 1. A graph like the one shown in Figure 4 can then be produced by plotting “Probability of unsuccessful reconstruction” versus “Overhead”.

For a fair comparison between different FEC schemes it is suggested to do a side-by-side comparison obtained within the same RAN scenario and for the same BLER distribution and transport block loss model.

As a reference there should also be a simulation result for the case that no FEC was applied. The simulation should be carried out in the same way but the simulation result should be presented in a different way. Instead of listing “probability of unsuccessful reconstruction” versus “overhead”, the resulting graph should show the probability (on y-axis) that a certain amount of data (relatively to the file size) has not been received (see a schematic example in Figure 5). 
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Figure 5: Schematic example for the presentation of simulation result for the “no FEC” case

Table 1: Simulation details

	Fixed parameters

	

	Application layer FEC mechanism
	The investigated FEC mechanism (or “no FEC” if no application layer FEC  was used)

	RAN related

	RAN scenario
	UTRAN or GERAN? Bitrate and transport block size. Was RAN outer coding used?

	Transport block loss model
	Assumed BLER distribution for MBMS users; additional loss due to effects like handover, congestion, etc.?

	Service related

	File size
	The size of the selected file

	# of users
	The number of simulated users. Should be between 100 and 1000. 

	For each simulated FEC overhead configuration:

	Configuration parameter

	Segment size (optional)
	If (k * encoding_unit_size) is smaller than file_size, the file needs to be segmented in smaller junks. FEC is then applied to each junk separately. This parameter gives the size of each junk.

	SDU size
	Corresponds to IP packet size. It’s the sum of the encoding unit size and the UDP/IP header.

	K
	The number of source symbols

	N
	The block size of the code

	Simulation result

	Overhead
	(number of transmitted transport blokcs * transport block size  - file size) / file size

	Probability of unsuccessful reconstruction
	The overall probability that a file cannot be reconstructed.


4 Recommendations

To summarize the main recommendations of this contribution:

· Download and streaming should be treated as separate use cases for MBMS application layer FEC

· There should be three different classes for SDU sizes: Small (64 – 500), Medium (500 – 900), Large (> 900); simulation results should be presented for representative SDU sizes from each class (GERAN simulations should be done only for “small” SDU sizes)  

· For download there should be three different classes for the file size: Small (30KB – 300kB), Medium (300 kB – 1 MB), Large (1 MB – 10 MB); simulation results should be presented for representative file sizes from each class

· Simulation parameters and results should be summarized in a table like the one shown in Table 1 to allow others to reproduce the simulation results. 

· An LS with this input doc attached should be sent to RAN1 asking for meaningful UTRAN configurations and related BLER distributions, also explaining the trade-offs between configuration parameters, BLER, and transmission efficiency

· An LS with this input doc attached should be sent to GERAN asking for meaningful GERAN configurations and related BLER distributions also explaining the trade-offs between configuration parameters, BLER, and transmission efficiency
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