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Introduction

This document includes definitions and a discussion of the terms introduced in the “Evaluation of application layer FEC schemes for MBMS” document.  

Performance criteria discussion

The following discussion highlights some of the criteria that are crucial for the evaluation and selection of application layer FEC schemes for providing MBMS services.  The two primary MBMS services where FEC may be beneficial are the Streaming and the Download services.  Although there are some common issues between these two services, they are enough different to consider each separately.

Streaming

Typically, what is done at the application layer to protect a stream is to partition the stream into blocks, apply an FEC code to each block in sequence to generated redundant packets, and then send the redundant packets along with the original packets.  The general issues with respect to using FEC codes in this way are described below.  For a streaming application, a systematic FEC code is desirable.  A systematic FEC code has the property that the data in the original block is part of the encoding block, and thus the original stream of data is transmitted along with the redundant packets generated from each block.

UE complexity

Memory requirements  

Of crucial concern is the amount of memory needed to encode and/or decode a stream.  Ideally, the amount of memory needed to encode/decode should be fairly close to the size of a block, or potentially two blocks in case there is a need to receive one block while the next block is playing out.  Typically, the block size chosen is relatively small (to minimize overall latency), and thus the memory requirements are not a large concern.

Processing requirements

This concerns the speed of the FEC encoding and decoding.  This is important in the MBMS context because typically the UEs are low-end devices with low end CPUs and run on batteries, and CPU cycles consume battery power.  Define the workload to be the number of packet XORS used to generate each encoding packet.  The workload is a pretty direct measure of the encoding/decoding speeds for all FEC codes.  The workload is often a function of the block length and of the amount of redundant packets generated for each block.  At a minimum, the speed of FEC encoding/decoding should be sufficient to at least keep up with the streaming rate, and typically the speed should be many times this rate to ensure that the amount of the CPU needed for FEC encoding/decoding is a small fraction of the available CPU resources. 

Loss resiliency

Loss models


The loss models that should be considered are described in the companion document “Evaluation of application layer FEC schemes for MBMS”.  For the Streaming service, the most crucial type of loss is Link Loss.  This is because it is the only type of loss that an application layer FEC code can generally help ameliorate.  For streams that can tolerate longer latencies, it is also possible to provide protection against Cell Change loss, but this is usually not true for streams with minimal latency requirements where it is not possible to use an FEC code on long enough blocks to cover a cell change outage time. Loss due to congestion is generally not applicable to streaming delivery, as the streams are generally sent at a high priority and thus the stream packets are the last to be discarded when there is congestion.  If there is loss due to congestion then it may be the case that if the congestion duration is significant and if the loss due to the duration is more than the designed FEC protection then the UE playout quality will suffer significantly.  Loss due to a UE not being within range or being turned off is not generally a concern for a streaming service, as anyway a UE plays out the stream data immediately and thus any portions of the stream the UE misses when it is out of range or not turned on is not relevant.

Additional latency requirements


Because blocking is used, the use of FEC introduces an additional latency between when the stream arrives at the sender and when it is available for playout at the UE.  This is latency beyond any latency introduced by video/audio codecs, or by network latency.  Even when there is no loss in one block, it is still best practice for the UE to delay delivery of the block for playout until the first packets of the next block start to be received, because if the block is played out immediately and there is loss in the subsequent block then there will be a pause in playout between blocks, which is not good.  Thus, minimally the latency introduced by FEC codes is the playout time for a block due to the buffering of at least one block at the UE.  There may be additional latencies introduced due to encoding/decoding time, and due to additional buffering at the sender.

Additional bandwidth requirements


The additional bandwidth requirements beyond the streaming rate are due to any additional header information required in each packet for FEC, and due to the redundant packets sent for each block.  The additional bandwidth for the redundant packets is usually more than that for the FEC header information.  Also, the FEC header information is usually of fixed size independent of the streaming rate, the block size or the number of redundant packets generated, whereas the amount of redundant packets sent for each block is usually adjustable and dependent on the desired protection against loss.   For some FEC codes the aggregate length of packets a UE needs to receive to recover a block is equal to the length of a block, but for others the UE needs to collect more than the length of the original block, which is another contributor to overall bandwidth requirements.  

UE playout quality improvements


The protection provided by using FEC to send redundant packets along with the original blocks should result in significant UE playout quality.  This depends on the loss characteristics of the end-to-end path between the sender and the UE.  Typically, because video/audio streams are highly compressed, even a small fraction of loss can severely degrade the playout quality of the stream at the UE.  One quantifiable measure of the UE playout quality is the failure probability of receiving a block, i.e., the probability that the UE does not receive enough packets to recover a block.  The failure probability depends on the loss characteristics of the end-to-end path between the sender and the UE, on the chosen block length, and on the number of redundant packets sent for each block.  Generally, the failure probability should be made very small to ensure that the stream plays out in full fidelity. 

Tradeoffs between these factors


There are significant tradeoffs to be made between the amount of protection offered by the use of an FEC code, the loss characteristics of the end-to-end path between the sender and the UE, and the playout quality at a UE.  Some of the general trade-offs are outlined here.   Generally, the larger the chosen block size the more latency is added to the overall stream, but the overall fraction of redundant packets (and consequent additional bandwidth) required to provide the same level protection decreases.  Generally, the smaller the failure probability requirement the larger the additional bandwidth required due to sending more redundant packets.  Although it is often hard to obtain good loss models on the end-to-end path between sender and UE, it is important to model the loss and to design the FEC code protection as well as possible with this loss model in mind.  Generally, if the actual loss is smaller than the loss for which the FEC code is designed then bandwidth will be wasted sending redundant packets, whereas if the actual loss is larger than the loss for which the FEC code is designed then the actual failure probability will be higher than designed failure probability. 

Range of applicable streaming rates


The range of possible streaming rates for the MBMS Streaming service.  It is important that an FEC code can handle the range of possible streaming rates and block sizes and protection amounts that will be used for an MBMS Streaming service.  At the extremes are minimal streaming rates with small block sizes and maximal streaming rates with large block sizes.

Assessment of efficiency for p-t-p and p-t-m bearers


For the Streaming MBMS service, this is not much of an issue, as there is little impact on streaming to the number of receivers at the application level.  This is because for streaming all UEs consume the stream as it arrives, and thus the sender impact in providing the stream to all UEs is not affected by the number of UEs or their current loss conditions.

Assessment of applicability to header compression

Overall header compression should be considered as this can reduce the overall bandwidth requirements.

Download

Typically, what is done at the application layer to provide FEC reliability to a download is to provide FEC protection to each file as an entity.  The general issues with respect to using FEC codes in this way are described below.

UE complexity

Memory requirements  

Of crucial concern is the amount of memory needed to encode and/or decode a file.  Ideally, the amount of memory needed to encode/decode is fairly close to the size of the file.  Since file sizes can be significant, it is an issue if the FEC code requires a much larger amount of memory than the file size to either encode or decode.

Processing requirements

This concerns the speed of the FEC encoding and decoding.  This is important in the MBMS context because typically the UEs are low-end devices with low end CPUs and run on batteries, and CPU cycles consume battery power.  Define the workload to be the number of packet XORS used to generate each encoding packet.  The workload is a pretty direct measure of the encoding/decoding speeds for all FEC codes.  The workload is often a function of the file length and of total number of encoding packets generated for the file.  At a minimum, the speed of FEC encoding/decoding should be sufficient high to be much smaller than the transmission/reception time for the file, and typically the speed should be many times this rate to ensure that the amount of the CPU needed for FEC encoding/decoding is a small fraction of the available CPU resources. 

Loss resiliency

Loss models


The loss models that should be considered are described in the companion document “Evaluation of application layer FEC schemes for MBMS”.  For the Download service, all types of end-to-end loss are important.  This is because the goal is generally to receive an exact copy of the file, and the transfer of a file can take several seconds to several minutes.  Furthermore, files sent using the Download service will generally be sent as background traffic, and thus if there is any congestion in a cell the file packets may be discarded.

Reception overhead/failure probability 

The reception overhead measures how many encoding packets over the minimal possible (the length of the original file) are needed to recover the file by a UE. The failure probability is the probability that the file cannot be decoded by a UE for a given reception overhead.  For example, the reception overhead might by 2% with failure probability 1e-3, or a different point in the trade-off curve might be 4% reception overhead with failure probability 1e-6.  Reception overheads and failure probabilities may occur for a number of reasons, including duplicate packet reception if the same encoding packet is sent multiple times, or if not enough packets are not received to recover the file, or if the designed loss rate for the FEC code is chosen to be smaller than the loss rates that occur in actual use, or if the FEC code intrinsically has a reception overhead and corresponding failure probability associated with it because it is probabilistic in nature. 

Sensitivity to loss

Sensitivity to loss is when the reception overhead and the failure probability for an FEC code change as the packet loss rate varies or patterns of packet loss varies.  An FEC code with sensitivity to loss can be a very bad thing, because this means that under different packet loss conditions the reception overhead and failure probability behaviour might be completely different and unpredictable (because when there is sensitivity it is hard to model and analyse and thus know what all the behaviours are going to be).  An FEC code with no sensitivity to loss is a very good thing, because this means that under different packet loss conditions the reception overhead behaviour and failure probability behaviour is exactly the same, and thus there is no risk that some particular field conditions are suddenly going to cause what is perceived as bad and buggy behaviour.

Range of applicable file sizes

This criterion measures the range of file sizes for which the FEC code is effective.  Because the range of potential file sizes is large for the MBMS download service, it is crucial that the FEC code works well for all applicable file sizes.

Assessment of efficiency for p-t-p and p-t-m bearers

The application level FEC code should have the ability to work equally well for p-t-p and p-t-m bearers, and to seamlessly be able to switch back and forth between p-t-p and p-t-m bearers within the delivery of a single file.  Furthermore, unlike with Streaming, the scalability of the solution to many UEs is an important issue. For the Download MBMS service the number of UEs receiving a file and the loss characteristic each experience can have a major impact on how many packets the sender generates and sends for the file to ensure that all UEs reliably receive the file.  The FEC code should have the property that the sender has to send as few encoding packets as possible to ensure that all UEs can recover an exact copy of the file under all relevant loss and UE disconnection conditions.  This will allow a download service that minimizes overall consumption of network resources and bandwidth for file delivery.  This implies that the FEC code should have a minimal reception overhead and failure probability under all loss relevant loss and UE disconnection conditions.  The FEC code used should be evaluated for scaling when there are multiple UEs within a single cell and when there are UEs in many cells and in aggregate there are many multiples of UEs overall receiving the file.

Assessment of applicability to header compression

Overall header compression should be considered as this can reduce the overall amount of bandwidth used for delivery of files.
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