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Summary

This document reviews the use cases for reconstructed speech in Speech Enabled Services. Consideration of these use cases shows that from users perspective (ie customer for speech or multimodal services) speech recognition performance is substantially more important since this is what they experience day to day when accessing the services and the occasions when they would listen to the speech is exceeding rare (if ever). For these use cases, only a few service engineering and design staff will listen to the reconstructed speech and their need is for intelligibility rather than speech quality. Therefore, while reconstruction is a necessary feature to support services and their development, provided the reconstructed speech has acceptable intelligibility then it will be fit-for-purpose. For successful services the codec’s speech recognition performance is far more important.
For a speech enabled service the user interacts with the server based application providing voice input that is transmitted to the remote recogniser and hearing prompts back from the system (for multimodal services this is extended to have visual information back as well). This speech output capability that the user hears in this case is provided by encoded speech over packet data. It is expected that this will be AMR packet speech.
Speech reconstruction from the transmitted uplink data provides a different functionality and supports different use cases. Here the received SES codec parameters at the server are used to reconstruct speech at the server.

The three main use cases for this reconstructed speech functionality are as follows: 
1) application dialogue design and system debug

During pre-deployment trials of services it is desirable to be able to listen to dialogues and check the overall flow of the application and vocabulary used in the grammars.

The need here is for a small number of system designers to be able to understand what was spoken.

2) database validation for model training 
If in service data is used for model training it may be desirable to validate the content of the data by human audition. This operation is performed infrequently and is off-line with a few listeners who only need to validate what was spoken. 
The trend is to automate this process so that the data is automatically filtered and transcribed and provided for model retraining without human intervention. Therefore the need for human audition of the data is falling.
3) data logging in transaction processing

In some transaction applications for current telephony voice services the service provider likes to keep a log of what was spoken for perhaps for review in the rare case of dispute. In these infrequent situations the service provider will want to check what was spoken.
It is noted that this requirement is only for a small number of the many applications and then within this set of applications that do use the data logging the number of times the log is replayed is rare.
In general, the reconstructed speech will be made use of very rarely compared to the customer facing part of the service where they experience the performance of the system day to day. While the functionality is desirable to provide for the use cases described above, it will only be used infrequently. To put this in perspective, while a service may get accessed by tens of thousands of callers every day who experience the recognition performance of the system only a handful of people (say 20 as an order of magnitude) will want to listen to the reconstructed speech each year (ie. A ratio of some 30,000:1 people will experience the recognition performance as compared to those hearing the reconstructed speech!)
In all of the above use cases, it is the intelligibility of the reconstructed speech that is needed. The person listening to the reconstructed speech will want to hear what was spoken by the user when interacting with system.
A direct way of testing this functionality which is close to its use in practice is to perform a transcription test. Listeners are asked to transcribe what they hear from the reconstructed speech utterance after it has been coded and decoded through the codec under test. [4]
Also the Diagnostic Rhyme Test (DRT) is a well proven and established method of evaluating intelligibility scores for speech codecs [2,3,4].
As stated in LS from SA4 to SA [5] Based on the work done in ETSI Aurora [4,5], both the 8 and 16 kHz DSR codec versions are capable of reconstructing intelligible speech.
The DSR Extended Advanced Front-end codec is quite suitable in this respect for all of the use cases for reconstructed speech.
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