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1.
Introduction

Several proposals for outer coding at application have been proposed at SA4#29 [1-5]. The different schemes may be categorized in “packet based approaches” like e.g. IETF RFC 2733 [6] and in “matrix based approaches” as used in DVB-H [7] and proposed in [1]. In this contribution, both approaches will be compared and advantages and disadvantages of both will be discussed. Throughout this paper, we deal with loss and reconstruction of entire IP packets.

2. 
Packet based Approach

2.1
Basic Principles

In the following, we denote the packets carrying the multimedia data to be transmitted as media data packets and the packets carrying FEC data for protection of the media data as FEC data packets. In the packet based approach, a sequence of media data packets is protected by one or more FEC data packets as shown in Fig. 1. Note, that not only the media data itself, but also the headers (RTP header in case of RFC 2733) are protected by the “Parity header” of the FEC data packets.
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Fig. 1: Example for a packet approach

Lost media data packets can be reconstructed when certain requirements are fulfilled. These requirements depend on:

· selected FEC code,

· number of lost packets,

· pattern of lost packets,

· number of FEC data packets,

· protection pattern of the FEC data packets.

Altough simple XOR parity codes as proposed in RFC 2733 [6] each FEC data packet may correct only a single media data packet erasure, a well selected protection pattern may recover packets of a loss burst. It can be shown, that even large bursts at arbitrary positions can be recovered. Despite of these features it is recommended to use more powerful erasures codes like RS-codes or “rateless codes” as mentioned in [2]. 

2.2
Streaming Scenario

The efficiency of the packet approach degrades, when the packets have different sizes, which is normally the case for RTP packets, which are used for streaming services. The RTP protocol is media aware, e.g. in case of video signals the RTP packets a aligned with video frames or slices thereof. As the required number of bits for a coded video frame depends on the coding mode (intra coded frames – I-frames, or predicted frames – P-frames) and on the image content (texture and motion intensity), the packet sizes may vary significantly. In this case, the length of the FEC data packet has to be adjusted to the largest RTP packet within the protection range, corresponding to a larger overhead for error protection. Fig. 2 shows an example of a video sequence (foreman_QCIF) coded with 43 kbit/s, 15 Hz frame rate. 
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Fig. 2: Number of bytes per image frame of a 43 kbit/s video sequence, 15 frames/s

The high peaks in Fig. 2 correspond to I-frames. Even if they are segmented into several packets, there remains still a significant packet size variation among the P-frames. To achieve a protection against loss bursts e.g. during cell changes, the protection intervall should be at least a few seconds, corresponding to some tens of images. The length of the FEC data packet should be adjusted to the maximum length of the media data packets within this interval to protect the entire packets.

2.3
File download (Download and play scenario)

For file download this scheme is much mor efficient because the packets can be all of the same size. For large files, there is also a large number of packets (6000 packets of 500 byte for a 3 MByte download). When using RS-codes on GF(28), the total number of packets within one block is limited to 255. Therefore, the data has to be spread over several blocks, which is less efficient compared to a protection of all data at once. 

3. 
Matrix Approach

3.1
Basic Principles

A detailed description of matrix approach for erasure protection has been presented in [1]. Here, a short review will be made.

The media data to be protected are arranged in a media data matrix and the erasure correcting codes are arranged in an adjacent FEC matrix as shown in Fig. 3.
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Fig. 3: Media data matrix filled with M media data packets

In this example the entire error protection matrix consists of a media data matrix with K’ rows and J columns, filled with media data packets MP_1 to MP_M including the headers (or the required part of the header). When the last media packet will not complete the last row, it will be filled with padding bytes. Note, that these padding bytes must not be transmitted to the receiver. They are only used to compute the parity codes. 

Each column of the media data matrix is protected with L’ parities arranged in the columns of the adjacent FEC data matrix. The FEC data of this matrix are packetized row wise, appropriate headers will be added and the packets will be transmitted to the receiver after the transmission of the media data packets. To each packet an inband address field is attached indicating its position in the respective matrix. This way, the receiver can place the received packets at the right position in a corresponding matrix even when the packets will be not delivered in the right order or when packets are discarded according to transmission errors. Positions left blank in the receiver matrices are marked as erasures. The erased data will be column wise reconstructed as long as the number of erasures does not exceed L’.

A disadvantage of this matrix approach is that there is a manipulation of media data packets required to add the address field. However, with a slight modification this can be avoided when all required additional addressing information are included in the address field of the FEC packets.
For FEC we recommend to use (N,K) Reed-Solomon codes on Galois Field 28, where N = 255, and K<N. Reed-Solomon (RS) codes are a special class of linear nonbinary block codes, which are known to offer maximum erasure correctio capability with minimum amount of redundancy. With a systematic generator matrix to generate the RS-codes, the data in the media data matrix remain unchanged. An (N,K) RS code is capable to reconstruct L = N – K erasures, if the number of erasures does not exceed L, otherwise no reconstruction can be made at all. It is possible to shorten an (N,K) mother code to an (N’,K’) code with 

N’ ≤ N, K’ ≤ K, K’ ≤ N’

and the new erasure correction capability of

L’ = N’ – K’ ≤  L.

This way K’ can be adapted to the size media data object and L’ can be adapted to the requirements with respect to the erasure reconstruction capability. 

Any other erasure codes could also be used, but RS-codes have been proven to be optimal with respect to erasure correction capability. Results of extensive simulations using RS-codes will be presented in a companion contribution [9].
3.2
Streaming Scenario

For this approach, different packet sizes are not critical, because each packet is filled one after the other into the rows of the media data matrix. This way, the media data matrix is filled as compact as possible leading to reduced requirements on FEC overhead. 

3.3
File download (Download and play scenario)
For file download it is optimal with respect to long error burst when the whole data file is protected at once in one block. It is therefore preferred to use one big error protection matrix instead of segmenting the data file in smaller blocks, which are protected individually. As the total number of rows (including parities) must not exceed 255 when using RS-codes, the number of columns, J, should be sufficiently large. For the 3 MByte example taken from [8], the matrix could be designed as follows:

· file size
3 MByte

· media data packet size
500 Byte

· header size of media data packets
40 Byte

· number of media data packets per row
60

· number of columns in error protection matrix (J)
32400

· number of rows in media data matrix (K’)
100

· number of rows in FEC data matrix (L’)
for 30% redundancy overhead
30

This way, even large files can be protected at once with RS-codes.

4.
Header Compression

For both methods, header compression can be applied. In fact, the header decompression has to be performed before the packets are passed to the packet stack or the matrices for erasure correction.

5.
Conclusion

Both, packet approach and matrix approach can be used for streaming and download scenarios by proper parametrization. For the streaming case where packets of different size have to be protected, the matrix approach leads to a much more compact error protection block, which is more efficient with respect to the error protection capability.

For file download, the data can be arranged such that the entire file can be protected at once using RS-codes to achieve an optimal resilience against massive burst loss, which has been verified by extensive simulations [9]. It is therefore proposed to adopt this matrix as working assumption in SA4. Further simulations should be performed to verify the effiency of this approach for streaming services where IP packets with strong varying packet sizes are expected. 
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