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1 Introduction

QoS metrics for streaming has been discussed in 3GPP S1 and S4 previously [1]
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[2]

 REF _Ref57088517 \r \h 
[3]. Also in IETF a discussion was started [4]. So far the discussion has been focused on listing quality-of-experience (QoE) related performance parameters and how they can be made available to a server in streaming services by certain signaling extensions. However, there was not much discussion around issues related to the measurement of those parameters (e.g. how to measure and how to verify the measurement procedure).

This document describes a KPI (“Key Performance Indicator”) based approach, which had been applied within Ericsson quite successfully in the past. The approach goes back to ITU-T Recommendation E.800 “Terms and Definitions Related to Quality of Service and Network Performance Including Dependability (08/94)” [5]. 

This document outlines how the approach described in [5] can be applied to streaming services. We conclude that the outlined methodology has several advantages:

· Streaming clients only need to provide RTCP receiver reports (easy to implement, easy to verify)

· No additional signaling between client and server required

· The KPIs we are proposing give a good impression of the network related performance, which should be in the main interest for operators providing streaming services. 

2 Key Performance Indicators (KPIs) based approach for streaming quality metrics

The approach outlined in this section has its origin in the guidelines found in [5] and has been successfully applied in the past within Ericsson to various kinds of mobile services. It consists of the following three steps:

1) Identifying KPIs for different service performance categories

2) Defining KPI measurement procedures

3) Mapping of KPI values to end-user perceived streaming quality.

In the following, we will briefly explain each step.

2.1 Identifying KPIs for different service performance categories

According to [5] “Serveability performance” (we use the term KPI instead) can be classified into three main categories: accessibility, retainability and integrity:

· service accessibility KPIs are related to the ability to access a service, 

· service retainability KPIs are related to the possibility to maintain a service once it had been accessed,

· service integrity KPIs are related to the service quality during service usage. 

What had been discussed for PSS so far were mainly KPIs falling into the first and third category.

The first step when working with KPIs is the identification of service-dependent Key Performance Indicators (KPIs). As mentioned above, some has already been mentioned in previous 3GPP input documents.    

2.2 Defining KPI measurement procedures

The second step in the KPI based approach consists of a specification on how KPI values should be measured. For the measurement of KPIs it is useful to distinguish between transport and application/end-device related KPIs. This is based on the observation that “Network performance is the main influence on serveability performance” [5] and on the fact that application/end-device related KPIs are usually difficult to obtain as will be explained below.

Applied to PSS, transport related KPIs could be for instance round-trip delay, average user data rate, packet loss. Application / end-device related KPIs could be video playback jitter or audio/video de-synchronization.

2.2.1 Application / end-device related KPIs

With application / end-device related KPIs we refer to those KPIs, which are related to the capabilities of an application and end-device to reproduce a stream “in the intended way”. Even if the RTP packets belonging to a streaming session are received in time and without errors, it might happen that hard- or software involved in the decoding and rendering process introduces quality degradations. Possible reasons could be limited real-time capabilities of the operating system, temporarily reduced computational power in a multi-tasking OS or other reasons, which prevents packets from being decoded in time or media flows from being rendered in a synchronized way. Possible effects are visible and audible artifacts like jerky pictures in a video stream or clicks or other effects in the audio signal and so on. The overall quality of course also depends on the display and audio output hardware.

Note that application/end-device related KPIs are usually difficult to obtain. How should a client application for instance know that video and audio are out of synch?  Even in cases where a well-defined measurement procedure exists, verification of the obtained measurement results is problematic. However, a particular measurement procedure only makes sense if its correctness can be verified with limited effort.

The preferred way to handle application / end-device dependent KPIs is to run conformance and quality tests under controlled conditions. Objective of those tests is to verify that a streaming client does not produce a quality worse than what one would expect from a pre-determined transport QoS, which can be adjusted in a controlled way. 

2.2.2 Transport related KPIs

Transport related KPIs are KPIs, which are mainly influenced by the QoS provided by an underlying network. In contrast to Application / end-device relates KPIs, values for transport related KPIs can be obtained more easily. By just monitoring incoming RTP traffic a client can easily detect packet losses or variations in the average rate of the incoming data. In PSS, clients delivering RTCP receiver reports are already doing this kind of monitoring. The results are delivered to the server in a condensed way via RTCP receiver reports. From those receiver reports, a server can do a fairly good estimate of the connection quality as perceived by the particular client. The server can also detect packet losses separately for each media flow and so on.

2.3 Mapping of KPI values to end-user perceived streaming quality

The third and last step in the KPI based approach is to establish a relation between measured values and the perceived quality-of-experience in a particular services, in this case streaming. The question is for instance, how much impact a certain amount of packet loss has on the perceived quality-of-experience. This cannot be answered easily since it depends on the applications inbuilt ability to “conceal” certain transport quality degradations. 

However, based on knowledge about the used media codecs (and general knowledge about streaming transport), one can define threshold for transport related KPIs in order to categorize the quality-of-experience of a particular session into “error-free”, “slightly degraded”, and “useless”. How exactly this categorization can be obtained is for further study. If PSS decides to follow the proposed approach, Ericsson will be happy to contribute to the discussion with results and experiences from various test activities.    

3 Conclusion  

For the definition of streaming quality metrics, Ericsson proposes an approach, which follows a KPI based methodology.

Due to the issues related to measuring application/end-device related KPIs, Ericsson suggests to give higher priority to an approach, which is based on transport related KPIs purely, since it can be realized in shorter time and gives the basic information needed to estimate the perceived end-user quality. The discussion on application/end-device related KPIs needs to continue in parallel but most likely requires a longer time until it leads to an implementable solution.

The measurement should be done purely based on information already contained in RTCP receiver reports as defined for PSS. Here we include explicitly the extension introduced in relation to “Adaptive Streaming” (e.g. “Oldest Buffers Sequence Number”), since this would allow a server to obtain information about all transport related KPIs, plus values for initial buffering time and rebuffering times at reasonable accuracy.

In relation to the identified KPIs and associated measurement procedures, rules need to be defined in order to classify a streaming session into “error-free”, “slightly degraded” or “useless” based on the measured KPI values.

Following an approach as outlined above has several advantages:

· Clients only need to provide RTCP receiver reports (easy to implement, easy to verify)

· No additional signaling between client and server required

· Transport related KPIs give a good impression of the network related performance, which should be in the main interest for an operator providing streaming services. 
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