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1 Introduction

This document provides information required to show that video codecs compliant with MPEG-4 AVC (ITU-T H.264) [1] can surpass the 3GPP Release 6 video codec qualification criteria set forth in [2]. 

2 Coding Efficiency

2.1 PSNR and Bitrate results

In order to qualify as the 3GPP Release-6 video codec, a proposed codec must (among other requirements) demonstrate significant improvement in coding efficiency compared to the best existing 3GPP video codec (MPEG-4 Visual Simple Profile). We demonstrate that even a straight-forward MPEG-4 AVC Baseline configuration meets this criterion.

The table below summarizes the bitrates and PSNR values for MPEG-4 AVC. The corresponding bitstreams are provided in separate files as part of this contribution. The candidate exceeds the set criteria of better PSNR with 66% of the bitrate on Foreman, Tempete and Paris as required.

Table 1: AVC bitrates and PSNRs compared to the Qualification Criteria

	Sequence Name
	Reference Bitrate
	Target Bitrate
	Target PSNR
	AVC Bitrate
	AVC Y PSNR
	AVC U PSNR
	AVC V PSNR
	AVC QP

	Foreman
	84,01
	56,01
	33,25
	53.67
	33.27
	38.98
	39.42
	32

	Foreman
	178,00
	118,67
	36,94
	112.95
	37.38
	41.10
	41.94
	26

	Tempete
	75,74
	50,49
	25,96
	45.2
	26.41
	32.57
	34.76
	38

	Tempete
	144,52
	96,35
	28,4
	84.92
	29.37
	34.26
	36.33
	34

	Football
	72,41
	48,27
	27,39
	65.88
	27.41
	33.62
	36.42
	40

	Football
	157,62
	105,08
	30,55
	145.88
	30.85
	36.18
	38.50
	34

	Paris
	76,12
	50,75
	29,76
	50.36
	29.81
	33.30
	33.70
	34

	Paris
	159,69
	106,46
	34,08
	104.21
	34.27
	35.85
	36.20
	28

	Kelsyville
	85,13
	56,75
	37,28
	62.31
	37.26
	39.06
	39.61
	38

	Kelsyville
	144,18
	96,12
	39,66
	112.82
	39.91
	41.25
	41.76
	34


2.2 Encoder Settings

To achieve the above results, the MPEG-4 AVC Baseline encoder was used. A single intra picture was used at the beginning of each sequence, and the remaining pictures were coded as P pictures with a maximum of 4 reference pictures. Search range was 32 pixels.

Constant QP values given in Table 1 were used for each sequence. To align the AVC bitrate with the target, the QP value was changed to 34 beginning at picture 110 in the “72 kbps” Paris case, and to 31 beginning at picture 100 in the “144 kbps” Paris case.

3 Resource Consumption

The table below summarizes the computational resource consumption during decoding of the qualifying bitstreams (obtained with Armulator, simulating ARM 925T with zero wait states). The ARM decoder provided as part of this submission can be used to verify the results.

Table 2: MCycles per second consumed in decoding of the AVC sequences
	Sequence 
	AVC Bitrate
	MCPS

	Foreman
	53.67
	37.1

	Foreman
	112.95
	44.4

	Tempete
	45.2
	35.3

	Tempete
	84.92
	40.8

	Football
	65.88
	34.8

	Football
	145.88
	44.7

	Paris
	50.36
	21.2

	Paris
	104.21
	26.5

	Kelsyville
	62.31
	29.2

	Kelsyville
	112.82
	35.0


The ARM decoder executable size is 97 KB, of which the actual AVC decoder code requires 49 KB, decoder static variables require 3.5 KB, the software license agreement 9 KB and c-compiler libraries and debug information occupies 35 KB.

Dynamic memory consumption is dominated by frame buffers. Decoding an AVC level 1.0 compliant bitstream at QCIF resolution requires 4 reference buffers and one frame buffer. The decoder used here extends reference pictures 8 pixels in each direction for the luminance component, and 4 pixels for chrominance components, but this is not a requirement for a compliant decoder.

Maximum bit buffer size for level 1.0 is 175Kb. Other miscellaneous buffers and structures (such as parameters sets) consume roughly 23KB. Total dynamic memory size is therefore

(5*176*144 + 175*1000/8) / 1024 + 23 = 230KB (or 262KB with extended reference pictures).

4 Error Resilience

This section describes selected error resilience features available in H.264/AVC and its draft RTP payload format [3]. These features indicate that the error resilience performance of H.264/AVC is at least similar to the reference optional codecs, H.263 Profile 3 and MPEG-4 Visual Simple Profile.  Some of the more advanced error resilience features of H.264/AVC were introduced in S4-030655.

The essential packet loss robustness features in the reference codecs are:

1) More robust protection of sequence and picture headers compared to the rest of the coded data.

2) Independently decodable picture segments, known as slices in H.263 and video packets in MPEG-4 Visual.

3) Means to detect resynchronization points that enable restarting of decoding after severe errors.

4) Means to stop spatio-temporal error propagation.

In H.264/AVC, these issues have been tackled as follows.

Protection of sequence and picture headers. One fundamental design concept of H.264/AVC is to generate independently decodable packets.  This is achieved by decoupling information that is relevant to more than one slice from coded slices.  The combination of higher-level parameters is called a parameter set.  The H.264/AVC specification includes two types of parameter sets: sequence parameter sets and picture parameter sets.  An active sequence parameter set remains unchanged throughout a coded video sequence, and an active picture parameter set remains unchanged within a coded picture.  The sequence and picture parameter set structures contain information such as picture size, optional coding modes employed, and macroblock to slice group map.

In order to be able to change picture parameters (such as the picture size), without needing to transmit parameter set updates synchronously to the slice packet stream, the encoder and decoder can maintain lists of sequence parameter sets and picture parameter sets.  Each slice header contains a codeword indicating the sequence and picture parameter set to be used.

This parameter set mechanism allows the transmission of parameter sets to be decoupled from the packet stream and transmitted via an external means, e.g. as a side effect of the capability exchange, or through a control protocol.  The MIME/SDP parameters specified in the draft H.264/AVC RTP payload specification enable signaling of parameter sets in the MIME/SDP description of a stream.

H.263 bitstreams do not contain sequence-level data. The RTP payload format of H.263 (RFC 2429) enables transmission of a redundant copy of the used picture header in any packet. The sequence level information of MPEG-4 Visual bitstreams can be sent reliably in the config MIME/SDP parameter as specified in RFC 3016. Picture headers can be repeated with the header extension mechanism (HEC) in any video packet.

As the use of picture header repetition is optional in H.263 and MPEG-4 Visual, the parameter set mechanism and the corresponding SDP/MIME signaling improve error resiliency and coding efficiency (no repetition of picture headers necessary).

Independently decodable picture segments. Similar to H.263 Profile 3 and MPEG-4 Visual Simple Profile, a coded picture in H.264/AVC may consist of more than one coded slice, and each slice may contain any number of macroblocks. As with H.263 Profile 3 and MPEG-4 Visual Simple Profile, all in-picture prediction across slice edges is disabled (the deblocking filter can also be disabled on the slice boundaries). In addition, the in-picture prediction of intra macroblocks can be made independent from the inter mode macroblocks in order to stop error propagation within slices.

In addition to conventional scan-order slices, H.264/AVC incorporates a so-called flexible macroblock ordering (FMO) technique, which can be used to improve error resilience in various ways. See S4-030655 for an introduction of some of the FMO-based error resilience techniques.

Detection of resynchronization points and ability to restart decoding. Coded H.264/AVC streams consist of Network Abstraction Layer (NAL) units. A NAL unit consists of a one-byte header and a payload. The header indicates whether the NAL unit can be discarded without affecting the decoding of other NAL units and the type of the NAL unit. There are multiple NAL unit types, including a coded slice NAL unit and a supplemental enhancement information NAL unit, for example. 

An instantaneous decoding refresh (IDR) picture is a coded picture containing only slices with I or SI slice types. An IDR picture causes the decoding process to mark all reference pictures as "unused for reference" immediately after decoding the IDR picture. After the decoding of an IDR picture, all following coded pictures in decoding order can be decoded from any picture decoded prior to the IDR picture without inter prediction. Thus, an IDR picture can be used as a resynchronization point when restarting decoding after a severe transmission error. A specific NAL unit type is reserved for an IDR picture, and therefore decoders can detect an IDR picture from the one-byte NAL unit header.

The draft H.264/AVC RTP payload format reuses the one-byte NAL unit header as the RTP payload header. The draft H.264/AVC RTP payload format specifies three categories of packets: single NAL unit packets, aggregation packets, and fragmentation units. In a single NAL unit packet, a NAL unit is included in the RTP payload as such. In an aggregation packet, more than one NAL unit is included in the RTP payload; the packet format is such that individual NAL units can easily be extracted from the RTP payload. A NAL unit may also be carried in multiple RTP payloads when the fragmentation unit syntax is used. The draft H.264/AVC payload specification is designed to be unaware of the bit string in the NAL unit payload, so bit-oriented algorithms are not needed for resynchronization.

H.264/AVC also includes a mechanism to refresh the decoded picture gradually over many subsequent pictures. This mechanism is based on the use of the recovery point SEI message and was introduced in S4-030631.

Means to stop spatio-temporal error propagation. In addition to conventional intra macroblock coding, H.264/AVC enables several reference pictures to be utilized for motion compensation. Several reference pictures can be used as an alternative method to stop spatio-temporal error propagation. Spatial error propagation can be stopped with slices.
5 Conclusion

Even the Baseline of the MPEG-4 AVC standard demonstrates significant improvement over the existing video coding alternatives available in current 3GPP specifications. This document shows that codecs compliant with the MPEG-4 AVC (H.264) standard meet all the criteria necessary to qualify them as 3GPP Release 6 video codecs.
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