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During the last SA4 meeting (#26), it was decided to

· prepare a test plan for AMR-WB conversation tests, and to update the test plan for AMR-NB conversation tests.

· Analyze the implications of using IPv6 instead of IPv4, and to define the consequences on the simulations

· Analyze the implications the implementation of RoHC.

The test plan for AMR-NB has been revised to include the implications of IPv6 on the simulators (the revised version is available as Tdoc S4-conversation test n°2). 

3 AMR modes are tested: 4.75 kbit/s, 6.7 kbit/s and 12.2 kbit/s.

In order to reduce the size of the listening test and as RoHC is not a mandatory option, it will not be implemented in AMR-NB conversation test.

The test plan for AMR-WB has been prepared (Tdoc S4-conversation test n°3).

RoHC will be implemented in this conversation test (for AMR-WB 12,65 kbit/s, only). 

Only two modes will be tested: 12.65 kbit/s and 15.85 kbit/s. 

The higher bit rate (23.85 kbit/s) is not implemented, as it does not fit in the RAB size. 

VAD will not be tested. The influence of VAD on speech quality has already been tested by listening tests during the Characterization Phase.

1) IPv6 versus IPv4 

IPv6 will be completely taken into account by the global simulator. Two complementary approaches will be used for managing IPv6 through the global simulator.

For the IP (core) network simulator and the two terminal simulators, Ipv4 packet transmission will be used instead of Ipv6 packet transmission. The main reason is that the available core network simulator supports only IPv4 packet transmission. But, in practice, the use of IPv4 or IPv6 has no consequence on the simulation (because there is no network mobility, no secure network,…) and globally identical for the simulation of the core network.

Actually, as the used core network simulator manages only packets (and not bits or bytes in packets) by suppressing or not, delaying or not the packets, the use of IPv4 or IPv6 is not relevant in this part of the simulator. The only difference for the core network simulation, to use perturbations on IPv6 packets despite IPv4 packets, is a difference in the bitrate transmitted (+ 8kbit/s) in the core network and a difference in the global delay of the communications (+ ~16 μs with a 10 Mbit/s Ethernet link). Considering that only one communication is simulated through a dedicated link these two differences are not relevant and have no impact on the parameters tested. 

As the air interface is completely simulated, the use of IPv6 will be fully simulated through the packets used at the input and the output of the air interface. IPv4 headers, from the incoming IPv4 CN simulator, are suppressed when received in the air interface simulator. The RTP payload, with AMR NB or AMR-WB encoded data (in bandwidth efficient mode), will have an IPv6/UDP header added before being thrown to the air interface (through the RLC layer). So the bit error patterns will be in connection with the use of IPv6 protocol. 

2) ROHC algorithm will be supported for AMR-WB conversation test at 12,65 kbit/s. Header compression will be done on the IP/UDP/RTP headers. ROHC will start in the unidirectional mode and switch to bidirectional mode as soon as a packet has reached the decompressor and it has replied with a feedback packet indicating that a mode transition is desired. 

If RTCP packets had to be sent, compression will only be done on the IP/UDP headers as the RTCP header is quite small and its payload quite unpredictable. However, as in the test conditions defined in the conversation test plans, RTCP is not mandatory, as it is not in a multicast environment (see  IETF rfc 1889) and as we are not going to make use of the RTCP reports we do not thing that it would be of any use to include them into the test.
3) End to end delay (hypothetical values)

On the air interface side, the simulator only receives packets on its network card, process them and transmits every 20 ms these packets to the following PC. Only processing delay and a possible delay due to a jitter can be added (a packet arrives just after the sending window of the air interface).

The hypothetical delay is calculated as shown :

On encoder side, some delays have to be taken into account due to the framing, the look-ahead, the processing and the packetization: 45ms

Uplink delay between UE and Iu: 84.4 ms (see TR25.853)

Core network delay: a few ms 

Routing through IP: depending on the number of routers.

Downlink delay between Iu and Ue: 71.8 ms (see TR25.853)

And delay on decoder side, taking into account jitter buffer, de-packetization and processing, 40 ms

The total delay to be considered is at least: 241.2 ms

Note : The actual delay will be measured on the test equipment.

Before finalizing the test plans (SA4 meeting #27), pre-tests will be conducted, using the complete test arrangement, to ensure the validity of the different assumptions.
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