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1 Introduction

This input document discusses requirements for adaptive flow control mechanisms for streaming, in order to improve the quality of streaming services under varying link conditions, typical for wireless application scenarios.

With adaptive flow control, we refer to mechanisms, which improve streaming quality in the presence of short-term link variations by proper adjustment of the server transmission rate. Adaptive flow control is particular useful for coping with link outage times in the order of 3 - 7 seconds caused by cell updates. Adaptive flow control works mainly on the streaming transport layer. It does not include content rate adaptation, which could be easily added on top of adaptive flow control if a more sophisticated solution is required.

We first discuss the background, after which we introduce the terminology used throughout the rest of this document. We then formulate at an example the problem, which adaptive flow control addresses, before we discuss requirements for potential solutions. 

In order to prove the principal feasibility of adaptive flow control on application layer, we present simulation results, which clearly shows the advantages and QoS improvements adaptive flow control will give.

2 Background 

At the SA4#25bis meeting in Berlin two documents on rate adaptation were presented [2,3]. [2] introduces the problem, while [3] proposes a particular solution. The term “rate adaptation” introduced in [2] refers to mechanisms, which can improve streaming QoS under link rate fluctuations, typical for wireless links. Sophisticated rate adaptation mechanisms require the possibility to modify the content rate (as reflected by the “sampling curve”) and the transmission rate (as reflected by the “transmission curve”) in order to fulfill real-time and client buffer requirements as discussed in [2].

[3] introduces a theoretical framework for addressing rate adaptation issues and proposes a particular solution based on that framework. During the SA#25bis meeting it turned out that the proposed solution was difficult to understand, although the usefulness and correctness of the theoretical framework was appreciated and not put into question.

In an attempt to improve clarity, we propose first of all to address the important issue of rate adaptation in a more structured approach. Along those lines, we propose to handle “transmission curve” modifications (= transmission rate adaptation) and “sampling curve” modification (= content rate adaptation) separately. This would also be in line with the layered principle of today’s communication protocols.

In this input document, we focus on transport-oriented mechanisms, which should allow a server to adapt its transmission rate to the current link conditions in order to improve streaming QoS. With respect to the terminology introduced in [2], adaptive flow control deals purely with “transmission curve” modifications. In accordance with [2] (“transmission curve modifications should be left under server control”), we focus on a server driven approach.

3 Terminology

In an attempt to improve clarity and readability of the document, we us a slightly different terminology compared to the one introduced in [2] and used throughout [3]. Instead of discussing modifications of “curves”, we prefer to use the “rate” metaphor. Plots, which are based on the “curve” metaphor show accumulated data over time, while plots using the “rate” metaphor show a “rate” over time. The terms “content rate”, “transmission rate”, “link rate”, and “playout rate” used in this document (and the associated plots) can therefore be easily mapped onto the terms “sampling curve”, “transmission curve”, “reception curve” and “playout curve” used in [2].

Table 1: Definition of terms

	Adaptive Streaming
	Ability of a streaming service to adapt its characteristics to varying terminal capabilities and network conditions in order to increase accessibility and quality of streaming services. Mechanisms for achieving adaptive streaming include rate adaptation mechanisms as discussed in [2].

	Adaptive flow control
	Mechanisms that improve the streaming QoS during short-term link variations by proper adjustment of the server transmission rate. Adaptive flow control aims to cope with link variations on the RTP layer (“transmission curve” modification). Content rate adaptation is not in the scope of adaptive flow control.

	Link rate
	Maximum available bitrate between server and client at given time. The link rate may vary over time when running over best effort bearers or for streaming bearers with maximum bitrate > guaranteed bitrate.

	Content rate
	The minimal (constant) transmission rate, which allows interruption-free playout at the client under perfect link conditions, possibly using a pre-decoder buffer as specified in Annex G of TS 26.234

	Transmission rate 
	Rate at which a server sends out RTP packets. An adaptive streaming server may change its transmission rate over the lifetime of a session

	Playout rate
	Rate, at which a client consumes the incoming data. 

	Client buffer
	Application layer buffer at the client, which holds RTP packets before they are played out. The optional pre-decoder buffer specified in TS 26.234 Annex G might be part of it

	Mobile network buffer
	Buffer in a mobile network, which smoothes out wireless link rate variations. Mobile network buffers are located in the core network and/or in the radio access network, close to the wireless link, and cannot be controlled by applications (for location of network buffers see also section 6.2.5.1 in [1])..


4 Problem statement and example

If there’s a ‘perfect’ link between the server and the client, the server could simply transmit media data at the average content rate. This does not avoid buffering, but minimizes the amount of data, which needs to be stored at the client. However, this strategy is very sensitive against link variations. If the average link rate falls below the average content rate for just one or two seconds, a buffer underflow will happen. Robustness against link variations can only be improved by extending the initial buffering period. This allows the client to store a sufficient amount of data, such that buffer underflow during link degradations or outage periods can be avoided.

Instead of increasing the initial buffering delay, the robustness against link variations can be improved if the server transmits at a rate, which is slightly higher than the content rate. As long as the link provides a sufficiently high rate, a client buffer can be built up, such that short link interruptions will not immediately cause a buffer underflow. One drawback of this strategy is that it could result in buffer overflows. This happens whenever the client continuously receives data at a rate, which is higher than the content rate. In this case the client buffer will grow continuously. As soon as the maximum client buffer size is reached, packets, which do not fit into the buffer, will be dropped at the client, which results in an unnecessarily quality degradation.

Transmitting data at a rate, which is higher than the content rate, can also result in an overflow of the mobile network buffer. If the server continuously transmits at a rate, which is higher than the rate provided by the wireless link, a buffer in the network will build up. Since mobile network buffers are also limited in its size, packet losses in the mobile network buffer might occur, a situation, which of course should be avoided as well.

In the following, we will illustrate at a simple example the mobile network and client buffer behavior, for a server transmitting at a constant rate over a link with varying rate. Note that the content rate in this and all following examples is 31 kbps. Figure 1 shows the network and client buffer behavior for a server transmitting at 38 kbps constantly. Note that the vertical axis uses [bytes] as unit for buffer levels and [bits-per-second] as unit for the link rate.
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Figure 1: Network and client buffer level under varying link rate 
if server transmits at constant rate

During the first four seconds of initial buffering the client buffer grows rapidly until it’s close to 20000 bytes. After 4 seconds, playback starts. Until second 20, the client buffer continues to grow at a rate of 38 kbps – 31 kbps = 7 kbps. The network buffer stays empty until second 20 when the link outage happens. During the link outage and the following 20 kbps link rate period the network buffer grows until it reaches almost 50 KB. A client buffer underflow with rebuffering happens just before the link rate comes back to 50 kbps. As soon as the link rate is back at 50 kbps, the network buffer shrinks, while the client buffer starts growing again.

At this example we can make the following observations:

1. After second 40 the client buffer is growing continuously at 7 kbps since the server transmits at 38 kbps while the content is encoded at 31 kbps. If the total client buffer would be limited to for instance 60 KB, a client buffer overflow will happen after roughly one minute.


2. Just before the link interruption starting at second 20, the link is running at 50 kbps for 10 seconds. However, the server does not utilize the increased link rate for transmitting more data into the client buffer, a strategy by which the buffer underflow around second 32 could have been avoided.

5 Requirements for Adaptive Flow Control

The previous section has shown some drawbacks of static server transmission control. If the server transmits at exactly at the content rate, robustness against link degradations can only be achieved by extended initial buffering times. Transmitting at rate, which is slightly higher than the content rate, reduces initial buffering time but can easily result in client or network buffer overflows and it can not utilize an increased link rate for quickly filling up the client buffer in order to make streaming more robust against link outage periods.

Two avoid the mentioned drawbacks, an appropriate adaptive flow control should at least fulfill the following two requirements: 

1. it should be “link adaptive”, which means it should be able to transmit media data at a rate, which closely matches the current link rate in order to avoid network buffer overflows and to be able to utilize periods of increased link rate


2. it should be “client buffer adaptive”, which means it should avoid client buffer overflows but should otherwise try to “work ahead” as many data as possible into the client buffer

“Link adaptivity” should ensure that periods of increased link rate can be utilized to fill up the client buffer more quickly and avoids at the same time overrunning the network buffer. If the server can match the link rate, it transmits data into the network buffer at the same rate as they are removed from it. Therefore, no network buffer builds up. 

“Client buffer adaptivity” is an obvious requirement since overrunning the client buffer must clearly be avoided. At the same time, there should always be as much data stored at the client as possible since this would result in the most robust behavior during link outage times.

6 Example for a server driven adaptive flow control 

To show the principal feasibility of adaptive flow control on application layer, we will outline in the following a server driven approach. 

In order to fulfill the link adaptivity requirement, the server estimates the link rate based on RTCP receiver reports. The server knows how many packets it had sent out at each point in time. From the RTCP receiver reports it knows the amount of data that had arrived at the client. Based on this information it can calculate an estimate of the link rate. 

In order to achieve client buffer adaptivity, the following straightforward and intuitive approach was used: it is assumed that the server knows the total client buffer size. In addition, it is assumed that the client sends with each RTCP receiver report an indication of the current buffer level. As soon as the client buffer level comes close to the maximum size, the server reduces its transmission rate to avoid a client buffer overflow. A practical solution might require a slightly different approach and some more careful considerations. Nevertheless, we have just chosen a straightforward approach to show the principle feasibility.

Figure 2 shows the server transmission rate calculated according to the algorithm outlined above for the same link behavior already shown in Figure 1. In addition a maximum client buffer size of 50 KB was assumed for the client. As before, the solid line indicates the simulated link rate. The dashed line with crosses indicates the server transmission rate, which was calculated based on a link rate and buffer level estimation, derived from information contained in the (extended) RTCP receiver reports. Each cross represents an incoming RTCP report. The RTCP RR frequency was one RR per second. Whenever a new RTCP report arrives, the server calculates a new transmission rate. The result shows, that the server is able to follow the link rate. The time it takes for the server to follow the link rate variation depends on the particular implementation of link rate estimation algorithm. It’s important to note that around second 65 the server reduces its transmission rate instead of continuing increasing it up to 50 kbps since the client buffer is almost filled (maximum size was selected to be 50 KB) at that point in time.
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Figure 2: Server transmission rate when adaptive flow control is used

Figure 3 shows the network and client buffer level. As can be seen, with adaptive flow control the server can utilize the increased link rate just before the link outage to transmit more data into the client buffer, which avoids the buffer underflow visible in Figure 1.

As mentioned before, the non-adaptive transmission strategy results in a buffer underflow after 32 seconds. With link adaptive flow control the server can make use of the increased link rate just before the link outage to transmit more data into the client buffer, which finally avoids the buffer underflow, visible in Figure 1.
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Figure 3: Network and client buffer level with adaptive flow control

7 How to achieve client buffer adaptivity in a server driven approach?

Fulfillment of the client buffer adaptivity requirement mentioned above is crucial for a suitable adaptive flow control mechanism.

In a server driven approach, the server needs at least an estimate of the available client buffer space to be able to avoid client buffer overflows. TCP for instance solves this problem by sending together with each acknowledgement message information about how much room is left in the receiver buffer (“advertised window size”). Based on this information, the sender knows how much more data it can send without causing an receiver buffer overflow (note that this mechanism is not related to TCPs congestion control mechanisms; it only relates to the problem of not overflowing the receiver buffer). For streaming, a client could in a similar way provide the server with information about available client buffer space by means of RTCP receiver reports. This would allow the client to manage virtual buffers for each media flow separately since RTCP receiver reports are generated for each RTP flow.

8 Summary and discussion

Adaptive flow control refers to mechanisms, which improve streaming quality in the presence of short-term link variations by proper adjustment of the server transmission rate. Adaptive flow control is particular useful to cope with link outage times in the order of 3 - 7 seconds caused by cell updates. Adaptive flow control deals with frequent but less critical changes of the link conditions. 

Suitable adaptive flow control mechanisms should fulfill the following two requirements:

1. Transmit media data at a rate, which closely matches the current link rate (“link adaptivity”)

2. Don’t overflow the client buffer (“client buffer adaptivity”)

Simulation results proved the usefulness of adaptive flow control, in order to improve streaming QoS under varying link conditions.

The simulation results have also shown, that the requirements for adaptive flow control can be fulfilled in a server driven approach based on standard RTCP receiver reports, extended by the possibility to communicate client buffer parameter to the server.
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