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1 Introduction 

Contribution [1] presents an overview of the rate adaptation problem in PSS. It identifies a number of missing algorithms and protocol elements in PSS Rel-5 that should be considered for PSS Rel-6 to improve rate adaptation performance. In this context, new signaling capabilities to be introduced to PSS Rel-6 were proposed in [2] at SA4#25bis, that address the streaming client buffer management problem.

This contribution is an update of [2] to address the comments received and concerns raised at SA4#25bis. Particularly, the following issues are handled:

· The scheme is made to work in a more proactive manner. The idea is to allow the server to operate the rate control in a less restrictive and more flexible manner with the client requesting an operating range rather than a strict operating point.

· The requested server rate adaptation operating range is now clearly and unambiguously defined, simplifying a compliant server implementation. 

· The signaling overhead of the scheme is reduced by decreasing the required frequency and speed of client to server signaling.

· The transport reliability and correct pipelining of client to server rate adaptation operating range request messages is proposed to be solved through the use of RTSP signaling. This is in line (i.e. not any more contradicting) with the relaxed requirement on speed and frequency of signaling.

2 Co-operative rate adaptation model

The key to maintaining uninterrupted playout and avoiding receiver buffer overflow is the efficient management of the receiver buffer level. The client must have at least implicit or estimated control over both the media consumption rate and the data arrival rate into the receiver buffer, the difference of what, determines the receiver buffer level. Different approaches were discussed in [1] and [2] on how this can be realized.

Key idea: the client provides to the server the parameters of a so-called requested "rate adaptation operating range" (from now on shortened simply with operating range). This range corresponds to the client's absolute receiver buffering limitations. With this scheme, as long as the server operates in the requested range, no receiver buffer underflow or overflow should occur.

In this model, the server is responsible for adaptation of the transmission rate to the reception rate (i.e. congestion control), and adaptation of the encoding rate to the transmission rate (i.e. keeping the difference within the requested operating range).

Definition (shift): the time difference ( between the media sampling time (i.e. timestamp) of an RTP packet and its transmission time (i.e. when it is sent by the server) is defined as the "shift". Referring to the sampling (S) and transmission (T) curves, a shift of ( (in time) can be expressed as T(t) = S(t+().

The shift is a positive value when the packet sampling time is later than the packet transmission time. The shift is a negative value when the packet sampling time is earlier than the packet transmission time.

A set of three shift parameters defines the operating range for the server. This range defines the limits of 'dynamic scheduling of the server' through specifying the minimum and maximum shifts allowed for any sent packet.

2.1 Server rate adaptation operating range parameters

The three parameters, use and some example values are summarized in Table 1. A more detailed description is given in the remainder of this section:

	Name of parameter
	Use
	Example value

	Minimum shift
	To prevent receiver buffer underflow
	-2000 (ms)

Initial buffering of 2s at the client

	Target shift
	To enable fast filling of the receiver buffer (e.g., for handovers, retransmissions)
	+5000 (ms)

Target buffer level of 5s at the client for e.g. retransmissions, handovers.

	Maximum number of send ahead bytes
	To prevent receiver buffer overflow
	61 (Kbytes)

Enough to hold 5s of data encoded at 100kbps


1) Definition (minimum shift): it is the smallest shift that the sender can use. At transmission time t, the minimum shift indicates the oldest allowable sampling time that can be sent. If its value is (_min, the sender must transmit at time t a packet whose sampling time is no older than t+(_min. 

Use: This parameter is used to constrain the server operating range from "below". Having this limit on maximum how late compared to their sampling time packets can be sent, ensures real-time playback at the receiver. The latter can estimate how long (at most) to wait for packets, in order to avoid receiver buffer underflow. The initial receiver buffering delay (i.e. pre-roll) has to be dimensioned to allow for the minimum shift, in addition to compensating for packet transfer delay variation.

Examples: 

a) let us assume that the minimum shift is –2000 ms. This means that when a packet is sent, its sampling time can be maximum 2 seconds earlier compared to its transmission time, but not more. In order to avoid buffer underflow, the receiver would initially buffer an amount of data equal to the maximum expected packet transfer delay variation plus 2 seconds. The smaller the (negative) value, the higher the need for initial buffering at the receiver. 

b) if the receiver detects clock drift (i.e. deviation of the receiver playout curve from the sampling curve maintained at the server), the minimum shift parameter can be modified to force the server to follow the receiver playout curve. For instance, if the receiver is faster, it would play data at a faster rate than they are sampled. This would ultimately lead to buffer underflow. By requesting the sender to increase its minimum shift, the underflow can be avoided. The initial value of the minimum shift is typically negative. However, in case of faster receiver, as the minimum shift increases it may eventually become positive. For example, if the initial value is –2 seconds, the receiver may later request the shift to be –1.9 seconds, then -1.7 seconds, etc… 

2) Definition (target shift): it is the shift that the client would like the sender to achieve. If this parameter is (_target, the server should send at time t a packet whose sampling time is t+(_target. 

Note: The target shift must always be higher than the minimum shift defined above. By definition, if the sender sends packets according to the target shift, it also complies with the minimum shift.

Use: this parameter corresponds to a target buffer level requested by the client; it is meant for the server to send packets earlier than strictly necessary to meet the real-time constraints (i.e. minimum shift), when the transmission rate is good enough. By having sent packet early, it reduces the need for decreasing the sampling rate when the transmission rate has to be abruptly decreased (e.g. during a handover), while still meeting the real-time constraints.  

Example: let us assume that the congestion control of the server is perfect and the transmission rate follows exactly the arrival rate at the client. If the current shift is close to the minimum shift (i.e. low receiver buffer level), when the transmission rate significantly decreases (e.g. because of handover), the sampling rate would need to be decreased sharply as well. This causes abrupt change in media quality, as the sender may (for example) be forced to skip frames in order to achieve the decrease in the sampling rate. On the other hand, if the current shift is close to the target shift (i.e. target receiver buffer level), when the transmission rate decreases, the decrease in sampling rate does not need to be as sharp as the decrease in transmission rate. By dropping the transmission rate without dropping the sampling rate, the sender will decrease the actual shift below the target shift, but the minimum shift can still be maintained. After having been forced to reduce its shift, the server should rebuild the target shift when the transmission rate increases again (e.g., after a handover). In order to achieve the target shift, the sender can use a combination of transmission rate increase and sampling rate decrease, depending on the current transmission rate constraints.

3) Definition (maximum number of send-ahead bytes): it is the maximum difference between the number of bytes that have been sent at time t and the number of bytes that have been sampled up to time t (i.e. the difference between the transmission curve and sampling curve: T(t)-S(t)). 

Use: this parameter limits the necessary receiver buffer size to hold the packets received as a result of a positive shift, and which must be stored until their playout time. The goal of this parameter is to prevent receiver buffer overflow.

2.2 Graphical illustration of the shift parameters

The parameters are illustrated in the following figures. The server operating range is defined by the dotted lines (_min and max_size around the transmission curve (T: green) at the left and right ends of the plot. The sampling curve (S: blue) has to lie within this range. (_target (the dotted line in the middle) is the target distance of the sampling curve from the transmission curve.
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The shift parameters and the server operating range can also be illustrated by means of a receiver buffer level plot. We assume a constant network delay (i.e., the reception curve is delayed by a constant compared to the transmission curve). If the playout is starting at time (_min plus an additional ( delay after the first packet reception (i.e. the initial receiver buffering delay), the example can be mapped to the receiver buffer level as below. Note that the buffer level is at each time instant the initial buffering delay plus the x axis difference between the sampling curve and the reception curve (which is here assumed to be equal to the transmission curve).
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2.3 Server compliance requirements to the shift parameters

The "minimum shift" and the "maximum number of send-ahead bytes" parameters must be strictly complied to by the server. 

The server should attempt to operate under normal transmission conditions as close to the "target shift" as its capabilities and the available media encoding allow. 

Due to possible media encoding rate variation over time, the "target shift" can not be exactly followed by the server for all the sent packets.

Deviation from the "target shift" is allowed at the discretion of the server under transmission conditions where it would judge that strict adherence to the "target shift" would result in unnecessary quality degradation (see use case examples below). It is also up to server decision/capabilities to determine how fast the "target shift" is recovered after such deviation. The reaction time upon reception of subsequent updated "target shift" parameters is also up to server decision/capabilities.

Whenever the "target shift" and "maximum number of send-ahead bytes" parameters conflict (i.e. maintaining the target shift would result in exceeding the maximum number of send-ahead bytes) the latter takes precedence.

3 Use cases

3.1 Channel bandwidth adaptation

The available network bandwidth (under either best effort or guaranteed bit rate networks) is always expected to show some variations. The sender must adapt its transmission rate to the estimated reception rate (congestion control).

Although the sender may need to decrease its transmission rate to adapt to the channel, it can still avoid causing underflow at the receiver by making sure that its sampling rate respects the minimum shift value.

When the channel conditions are good and the sender can thus send at an acceptable transmission rate, the sender will try to reach the target shift. This will provide a high level receiver buffer for future events where the sender may have to drop its transmission rate dramatically.

3.2 RTP retransmission

In order to perform retransmission, the following factors have to be taken into account:

· How much buffer level should be targeted to perform retransmission. The higher the buffer level, the higher the number of packet retransmissions can be performed. 

· At the time of making a retransmission request, the receiver usually needs to estimate if a retransmitted packet will make it before its playout time. This is generally based on the estimated round-trip time and the buffer level at the time the request is made. If the packet does not make it before playout, the retransmission wastes the available bandwidth.

· From the sender point of view, the packet is retransmitted depending on a number of factors, such as: a) packet importance; b) the fact that the packet must still be in the sender retransmission buffer at the time the request is received; c) congestion control.

In the first case, the desired receiver buffer level can be expressed as the target shift signaled at the beginning of the session. The higher the value of the target shift, the more packets will be sent ahead (and the higher the receiver buffer level will be) while the network conditions are good. This in turn will give more time for retransmissions when the network conditions get worse.

In the second case, the sender knows that, in order to avoid underflow, a packet needs to be scheduled with at least the minimum shift (_min, i.e. if t is the current time, a packet should at least have a timestamp equal to t+(_min in order to avoid underflow. In this regard, a retransmission packet is no different from a packet being sent for the first time. Since the minimum shift indicates the underflow threshold at the receiver, the sender should not retransmit a packet if its timestamp is less than t+(_min.
3.3 Handovers

The shift parameters can be used as a tool to prevent playout disruption at the receiver because of handover.

The handover and its effect on the buffer level are illustrated in the following figure. The transmission curve (T) is shown in green, the reception curve (R) is shown in red (whenever it is different from T), the sampling curve (S) is shown in blue and the playout curve (P) in yellow. 

It is assumed that the transmission rate is well adapted to the reception rate and is constant (i.e., T=R), except during the handover (where T<>R). During the handover, the reception curve is obviously flat (no data arrives to the client). When the sender detects the handover, it stops transmitting and the transmission curve becomes also flat. When the sender detects the end of the handover, the sender starts transmitting again. 

The sender would normally detect the handover by not receiving RTCP packets for some time. In order to enable the sender to detect the end of the handover as soon as possible, the receiver could send an early feedback packet if AVPF is available. Other possible mechanisms may be used for handover detection.

The dashed lines in red show the allowable region where the sampling curve can be with respect to the transmission curve based on the minimum shift and the target shift. The minimum shift and the target shift should be initialized at the beginning of the session. The receiver chooses its initial buffering delay plus some network jitter protection as the minimum shift value. After the initial buffering delay, the receiver starts the playout of the received data (the playout curve is a delayed version of the sampling curve). 

The target shift is chosen so as to be bigger than the expected handover length. At the beginning of the session, the server builds up the target shift. This results in a gradual increase of the receiver buffer duration (as it is indicated by the difference between the reception curve and the playout curve).

At the time the handover starts, the target buffer level has been achieved. During the handover, the playout curve advances but the reception curve is flat. This obviously decreases the receiver buffer level. However, since the target shift was higher than the handover length, there was no buffer underflow.

Since the transmission rate has itself been decreased because of the handover, the shift between the sampling curve and the transmission curve went below the target level. After the handover, the sender will start increasing the shift towards the target shift signaled at the beginning of the session. No new signaling is needed. 

As the shift is being increased, the receiver buffer level (the difference between P and R) will increase again and the protection against the next possible handover is built again.

The receiver would signal a new shift parameter only if it wants to increase its target shift in order to further increase the handover length it can tolerate. This could be the case where there is a handover to a network of different type with different expected handover length. The signaling of a new target value is shown in the figure (New (_target). Using a larger target shift value will increase the receiver buffer and the handover length the receiver can tolerate.
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3.4 Slow/Fast Sender/Receiver

Because of the clock drift between the sender and the receiver or any other reasons (such as slow OS), the sender may look slow/too fast to the receiver. The drift can be corrected at the sender by sending new shift parameters.

For example, in the case of a slow receiver, this could periodically request a decrease in the minimum shift value. 

Note that the use of the shift parameters does not mandate in any way that the receiver signal to the senders change in the minimum shift during the session. The receiver may choose to deal with the clock drift locally.

4 Message format and transport

A new RTSP header should be defined (“3GPP-Shift-Parameters”). This header should be used by the client requests to signal the shift parameters.

If the request applies to the session level RTSP URL, the shift should apply to all the medium in the session. If the request applies to a media level RTSP URL, the shift should apply only to this media.

This new header can be sent with any RTSP method.

The ABNF for this RTSP header is shown below:

3gpp-shift-parameters = "3GPP-Shift-Parameters" ":" shift-parameter *(";" shift-parameter) CRLF

shift-parameter = alpha-min / alpha-target / max-size

alpha-min = "alpha_min" “=" “+” / “-" 1*DIGIT ; ms

alpha-target = "alpha_target" “=" “+” / “-" 1*DIGIT ; ms

max-size = “max_size" “=" 1*DIGIT; bytes

The first time the client sends all the parameters. In subsequent requests, the client may send only the parameter(s) it requests to change.

If a new request is received by the server before the previous request is completed, the server should comply with the latest request.

5 Conclusion and recommendation

The proposed signaling enables co-operative rate adaptation that solves the problem of the  receiver buffer management. It is proposed that it is adopted in PSS Rel-6 specifications.
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