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1 Introduction

Three recently presented document S4-30008 [1] at the SA4 meeting in San Francisco, which outlined a selection of stream quality metrics the PSS client should generate.

This document describes a reduced set of key “must have” client metrics for consideration by SA4, that we consider essential in order to determine stream quality and overall customer experience.
We received feedback via the SA4 mailing list on the previous submission, and have amended the requirements accordingly.

2 Client Stream Metrics

The tables below describe a set of key metrics for consideration. Some other items will also be required in order to identify the user session (e.g. the session ID, date and time, source filename).
The methodology for defining the metrics is left open for discussion. After the generic metrics are agreed upon, a more detailed description should follow.
In arriving at these metrics some assumptions inevitably have to be made :

· Quality is in general not determined by “when” and “where” the problem occurred (when and where helps the diagnosis not the quality assessment).

· Quality is mostly determined by how long each problem lasted, how many times it occurred and with what interval it occurred.

· The purpose of the quality measurement proposed here is to get a comparison of end user experience when streaming locally versus when streaming over a 3g network. Therefore subjective or any other media quality analysis methods are out of the scope of this document.
Additionally some discussion regarding what is not included is useful :

· Much information available at the client is already known by the server, e.g. protocol, length of content, audio/video codec used etc, and it is not necessary to report this. Consequently this data has not been proposed for inclusion.

· Some other information does not actually say much about the quality measure, e.g. Number of I and P frames rendered, frame rates (Min, Ave, Max) etc. Consequently this data has not been proposed for inclusion.
Table 1 Video related

	Number of video freezes

and

min/max/avg/std of the freeze duration
	Freeze duration: Number of times when video was not rendered for an amount of time equalling to n/Framerate

(except for buffering and pause freezes)

Note - the methodology needs to be defined in detail - FFS

	Number of frames containing potential corruption and

min/max/avg/std of the corruption duration 
	Number of times video was rendered after lost frames introducing potential corruption (due loss, delay or bit errors)

Note - the methodology needs to be defined in detail FFS


Table 2 Audio related

	Number of gaps in audio

and min/max/avg/std of the gap duration 
	Number of times expected audio data was not rendered.

Note – the methodology needs to be defined in detail - FFS


In addition it is proposed that the number  of corruptions in audio and the min/max/avg/std of the corruption duration (e.g. for aac with ltp) should be included.  This is for FFS.

Table 3 Player and network related

	Connection terminated normally?
	Did any “end device” error happen?

	Number of times player re-buffered

and min/max/avg/std of this duration
	The number of times the media player re-buffered

(excluding initial buffering and seeks)


	Stream setup time (seconds)
	The length of time between the stream request (measured from when the TCP connection is initiated) from the UE and the first RTP packet being received.



	Initial buffering time
	The time from receiving the first RTP packet until playing starts

	Min/Max/Avg/Std of number. of packets lost in succession
	The minimum number of content packets lost in succession per media channel.

	No. bytes received
	Cumulative number of bytes received

	No. detected bit-errors
	Number of detected bit-errors in the stream

	No. corrected bit-errors
	Number of detected and corrected bit-errors at the application-level. Lower-level errors will be handled by the link layer (either dropped or propagated to the application layer).


Note: It is assumed that buffering can happen because of one or more of the following reasons:

· Initial streaming (to fill up buffer to some level)

· Network issues (packets are delayed somewhere)

· Server issues (packets are not generated fast enough)

· Client presses seek button.

3 References

[1] S4-30008 – Stream Quality Metrics – Client Metrics.
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