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1 Introduction 

Contribution S4-030126 presents an overview of the rate adaptation problem in PSS. It identifies a number of missing algorithms and protocol elements in PSS Rel-5 that should be considered for PSS Rel-6 to improve rate adaptation performance. 

This contribution proposes the introduction of new signalling capabilities in PSS Rel-6 in order to solve the streaming client buffer management problem.
2 Problem identification

Due to the dynamically changing throughput characteristics of the channel the streaming delivery needs to be adaptive in order to maintain a real-time playback experience for the user. The streaming server (hereafter "sender") should adapt the transmission rate to the varying throughput of the system.

The RTCP RR reports from the streaming client (hereafter "receiver") allow the sender to find the transmission rate matching the reception rate. Transmission rate adaptation ensures that the transmission rate does not exceed the available channel throughput (i.e. overloads the network with data).

The sender at the same time has to maintain some real-time constraints so that the receiver is able to playout the media real-time (i.e. with correct synchronisation) utilising only a limited amount of pre-decoder buffering. Given the chosen transmission rate the sender needs to decide at each time instant how to encode (which source coding rate) the packets to be sent. In the following description this real-timeness guarantee is simplified to the formulation, that the sender aims to send packets at the time equal to their media sampling time (i.e. the media source is to be encoded at a rate equal to the chosen transmission rate: the media sampling follows exactly the transmission scheduling).

The sender is thus able to maintain real-time playout by the receiver when complying to its real-timeness constraint. Under some circumstances, however, real-time playout can not be guaranteed by the sender. For example, receiver buffer underflow can be caused by handover in a mobile network or by receiver playout clock vs. sender sampling clock drift. Unless the receiver has a way to communicate to the sender, these issues have to be dealt with inside the streaming client implementation, transparently to the sender.

3 Co-operative rate adaptation model

The signalling proposed in this document aims at allowing the receiver to request from the sender the following opposite actions:

1. Send the packets later than their sampling time (i.e. later than the packet timestamp) by an amount of time alpha. 

2. Send the packets earlier than their sampling time (i.e. earlier than the packet timestamp) by an amount of time beta. 

Such scheme can be termed as "client-driven dynamic scheduling". A generic and flexible way of looking at these client requests is in terms of transmission clock shift (i.e. transmission schedule shift). This concept is described hereafter.

If the sender uses a clock (hereafter referred to as ‘transmission clock’) to schedule the packets that it sends to the receiver, the sender would normally try to send at time t the packet whose timestamp is t.

If the receiver wants the sender to send the packets later by an amount of time ( as in point 1), then the sender should now try at time t to send the packet whose timestamp is t-(. This is analogous to shifting the transmission schedule backwards by an amount of time (. If the transmission clock was actually decremented (e.g. by a software instruction) by (, the sender would try as before the clock shift, to send the packet with timestamp t at the time instant t given by (the now shifted) transmission clock. In essence, by shifting the clock backwards, one allows the packets to be late. 

If the receiver wants the sender to send the packets earlier by an amount of time ( as in point 2), then the sender should now try at time t to send the packet whose timestamp is t+(. This is analogous to shifting the transmission schedule forwards by an amount of time (. If the transmission clock was actually incremented (e.g. by a software instruction) by (, the sender would try as before the clock shift, to send the packet with timestamp t at the time instant t given by (the now shifted) transmission clock. In essence, by shifting the clock forward one allows the packets to be early.

By being able to shift the transmission clock at the sender, the receiver is able to modify the resulting ‘real-timeness’ of the stream. In this co-operative rate adaptation model the receiver requests only the relative shift in real-timeness, and it is up to the sender how to adapt its encoding rate and/or transmission rate when responding to the request. Either the transmission curve or the sampling curve or a combination of both can be adapted.

Sampling rate control (i.e. selection of the bitstream for transmission) is left under server control, because:

· It is only the server who knows about the exact characteristics of each bitstream, e.g. switching positions, priority of frames, future frame sizes.

· The might not be a bitstream rate that matches the NW bit rate, so the server could do some "tricks" (e.g. thinning, switching up-and-down)

Transmission rate control (i.e. the rate at which to transmit) is also left to server control (i.e. using RTCP RR reports), because:

· In the general case it is only the server who can measure the amount of data on-wire.

· There might be a need to couple transmission rate to the sampling rate if the sampling rate control has limited flexibility.

The sender is limited when trying to perform the adaptation by:

· Modification of the transmission curve: the transmission curve is constrained by the reception curve and thus the sender may not be able to increase it. It can increase it only if it were not using its total available bandwidth

· Modification of the sampling curve: depends on the rate adaptation capability of the sender. For example if the sender implements bitstream switching and if the sender is transmitting at its lowest (or highest) bitstream, it would not be able to further decrease (or decrease) the sampling rate.

4 Use cases

4.1 Forward shift

The receiver signals to the sender how much higher the packet timestamp should be compared to the packet transmission time. The receiver in fact achieves a gradual increase of its buffer level by requesting a forward shift from the sender.

Some reasons why the receiver wants the sender to shift its transmission clock forwards:

· Increase its buffer duration to increase tolerance to future handover interruption. This allows the receiver to get the packets ahead of their playout time and be able to later play these packets during the handover.

· Increase its buffer level in order to have more time to perform RTP retransmission, should packets be lost in future. The receiver has more time to request retransmissions since it has a larger buffer. 

· The receiver is ‘fast’ (maybe because of clock drift between the sender and the receiver or for any other reason). This allows the receiver to request the sender to send its packets earlier to prevent a buffer underflow.

4.2 Backward shift

The receiver signals to the sender how much lower the packet timestamp should be compared to the packet transmission time. The receiver in fact achieves a gradual decrease of its buffer level by requesting a backward shift from the sender.

Some reasons why the receiver wants the sender to shift its transmission clock backwards:

· Reacting to a handover. The receiver allows the sender to send the packets that could not be sent during the handover when the link is re-established. Because of the handover, after not receiving any RTCP reports for some amount of time, the sender should stop transmitting altogether. The sender will transmit again when it gets a new RTCP packet. If the receiver does not send the time-shift request, the sender does not know whether to drop packets in order to keep with the real-time constraint or introduce delay.

· The receiver wants to request retransmission for lost packets. Because retransmission will reduce the available bitrate to transmit new data, a sender may not be able to both retransmit packets requested by the receiver and keep up with the real-timeness of the original stream. By signalling a backwards shift, the receiver allows the sender more time to perform retransmission. 

· The receiver is ‘slow’ (this maybe because of clock drift between the sender and the receiver or the processing load is high in the receiver). It allows the receiver to eliminate the drift between the sender transmission clock and the receiver reception clock.

4.3 Example of how the sender can react to a forward shift request

As a response to a forward shift request, the sender can use a combination of transmission rate increase and sampling rate decrease depending on the current transmission rate constraints.

For example, let's assume the video frame rate is 10 fps (frame per second) and the receiver requests the shift between sampling and transmission to be 200 ms. The sender can translate this command into sending out 12 frames within the next second instead of 10 frames. 

The sender could first determine (depending on the RTCP reports and/or the known network QoS) if it can increase its transmission rate in order to send the two extra frames. The actual transmission rate can be calculated by the amount of data that have to be sent. 

If the current channel bandwidth cannot deliver this amount of data then the sender can switch to a lower bitrate bitstream (i.e. adapt its encoding rate) and recalculate the transmission rate. Note that this does not imply that the sender needs to support bitrate switching. The sender may use any sort of encoding rate adaptation to achieve the clock shift.

For example, if the bitstream is 10 fps and the bitstream average bitrate is 50kbps, assuming each frame is 5kbits (for simplicity), then in order to send 12 frames the sender will need to send 5k *12 = 60kbits within one second. If the channel bandwidth can only support 50kbps, the next bitstream is 40kbps and each frame is 4kbits, so in order to send 12 frames the total amount of data is 4k * 12 = 48kbits, which can be easily transmitted through the 50kbps channel. 

After the sender has achieved the requested clock shift, the sender can resume sending at its higher encoding rate 50 kbps.

5 Modelling the clock shift using bitrate evolution plots 

In the following discussions bitrate control is described with reference to the bitrate evolution plots (on the horizontal axis time in seconds; on the vertical axis cumulative amount of data in bits) in which the following curves are defined. The sampling curve (S) indicates the progress of data generation if the media encoder was run real-time. The transmission curve (T) shows the cumulative amount of data sent out by the server at a given time. The reception curve (R) shows the cumulative amount of data received and placed into the client buffer at a given time. The playout curve (P) shows the cumulative amount of data that the decoder has processed by a given time from the receiver buffer.

A sender when complying to its real-timeness constraint adapts its sampling curve S(t) to its transmission curve T(t). The real-timeness constraint can be expressed as “at every time instant t the sampling curve S(t) should not deviate from the transmission curve T(t) by too large an amount of bytes”.

This proposition can be mathematically formulated as follows: 
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(Eq.1)

at every time instant t, where ( and (' are positive numbers. 

( and (' directly translate into physical constraint at the receiver:

· The larger the value ( (i.e. the more the sampling curve can exceed the transmission curve), the longer the amount of time the receiver needs to buffer in order to guarantee pauseless play.

· The larger the value (' (i.e. the more the transmission curve can exceed the sampling curve), the more buffering space a receiver will need in order to avoid receiver buffer overflow.

Note: While some implementations may try to enforce strictly these constraints by choosing some constant ( and (', other applications may not guarantee strict upper bounds and lower bounds but just minimise the difference between T(t) and S(t) as much as they can.

The clock shift can be interpreted using the sampling curve and transmission curve. If the receiver requests a clock shift (, the older constraint (Eq.1) is replaced with a new constraint:
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(Eq.2)

or equivalently



[image: image3.wmf]e

a

e

¢

£

-

+

£

-

)

(

)

(

t

S

t

T


Eq.2 can be readily understood as “the sender is requested to send packet with (sampling) timestamp t at time t+( subject to the constraints ( and (' ”. 

Note: The sender which is performing the rate adaptation in order to achieve ‘real-timeness’ may be implemented in a variety of ways. It may in particular not have been programmed using the notions of transmission curve and sampling curve and may thus not compute these curves in real-time. However, this does not restrict the applicability of the clock shift request.

Note: It should be clear that here again ( and (' may not need to be actual implementation parameters but are just variables used to model the rate adaptation process. Furthermore, although the constraints are here called ( and (' both before and after the switch, the constraints need not to be the same in the most general case.

In Eq.2 ( may be positive or negative. A clock shift backwards or forwards can thus be interpreted using the same equation. With this equation, the clock shift is backwards if alpha is positive and forwards if ( is negative.

The following table summarises the properties of a backward and forward shift.
	
	Backward Shift
	Forward Shift

	Sign of ( in Eq.2
	Positive
	Negative

	Effect on delivery
	Packets sent later
	Packets sent sooner

	Effect on receiver buffer level
	Decreases buffer timewise
	Increases buffer timewise


5.1 Example bitrate evolution plot in case of a forward shift
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To demonstrate the concept in this simple example the available transmission rate is assumed to be constant (i.e. the transmission curve T is a line) and the transmission delay is assumed to be zero (i.e. data are received instantly and thus the reception curve R equals the transmission curve T). The receiver buffer duration is the difference in the time domain between the transmission (i.e. reception) curve and the playout curve in the time domain. 

The client sends a forward clock shift request at time t to increase its receiver buffer duration to increase tolerance to future handover interruption. In this example the server chose not to adapt the transmission curve, but only the sampling curve (e.g. bitstream switching) when complying to the clock shift request. 

In the next example, the same request is sent, but this time it is assumed that the sampling rate is constant (i.e., the sampling curve is a line), and the sender is changing its transmission rate (i.e., the transmission curve).
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6 Message format and transport

6.1 Clarification of clock shift request message content

The message format of the clock shift request should include the "absolute accumulated shift amount from the beginning of the session" value. Instead of using a relative shift amount this avoids misinterpretation in case of loss of a given request in a series of requests.

The clock shift signaling should not only signal the amount of time shift but also the amount of time given by the receiver to transition from the old constraint (Eq.1),  to the new time-shifted constraint (Eq.2). Depending on the situation, the receiver may require a different adaptation speed or in other words how ‘gracefully’ the transmission curve and sampling curve should be modified as a result of the clock shift request. 

In general, three types of clock-shift requests can be defined:

· Immediate

· Given speed (signalling the amount of time over which the sender should adapt)
· No speed

Depending on the use case in which the clock shift request was generated by the client, different clock shift speed might be required. For example: 

· Immediate request may be used for example by a slow receiver that wants to prevent the sender from sending more data for a certain amount of time so that it be able to process the data it already has in its buffer.

· Given speed request is typically used by a receiver that wants to increase its buffer level. By requesting shifting of the clock at the sender, what the receiver really wants is a gradual increase or decrease of its buffer level.

· No-speed time-shift requests could be used when the receiver requests retransmission and would allow the sender to introduce up to an amount of time ( of delay between the sampling curve and the transmission curve in order to retransmit the lost packets. The server may introduce a clock shift that is less than ( if it is sufficient to send the retransmissions.

6.2 Transport considerations

The clock shift request can be considered a rate adaptation command. However, if server reaction and compliance to the time shift request is not mandatory, the message in fact becomes informational. Without server reaction to a clock-shift request the system becomes like a Rel-5 PSS system. If the client is not successful in influencing the server rate adaptation, it'll have to deal with the resulting receiver buffer level itself.

The clock shift request could be transported in an RTCP or RTSP message. There are pros and cons of using either of the transports. In Nokia view, the usage of RTCP would enable at least a couple of advantages:

· Clock shift requests can be piggy-backed on the regular RTCP RRs that are sent anyway. This means a very small packet overhead.

· Clock shift requests are synchronised to other RTCP statistics as they are physically in the same RTCP packet. 

We envisage discussion at the SA4 meeting with the objective of finding an agreement on the most suitable transport solution.

7 Conclusion and recommendation

To resolve the identified inefficiencies of the PSS Rel-5 rate adaptation system new client to server signalling is proposed. The proposed transmission clock shift request signalling enables co-operative rate adaptation that solves the problem of actual receiver buffer management. 

It is proposed that the transmission clock shift request signalling is adopted in PSS Rel-6 upon agreement on the transport mechanism.
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