3GPP TSG SA4 meeting #25bis
S4-030109
Berlin, Germany, 24 - 28. February 2003
 Agenda Item: SES A1.7
Title:
ASR vendors responses to questions on SES evaluations 
Source:
Motorola

Contact:
David Pearce, bdp003@motorola.com

Version:
1.0

Summary:

An action taken from the SA4 #25 meeting (San Francisco) was to ask ASR vendors for further information about:

1) how many of the proposed databases they could process

2) what proprietary databases they would like to propose
3) the method for handling their results from the evaluations

This document reports on the responses from ASR vendors on these topics.
S4-030074 previously reported that IBM, Nuance & SpeechWorks had expressed an interest in participating in the evaluations. Therefore these companies were contacted to respond. The formal letter sent by email is reproduced later in this document.  
The response from each company is summarised below:

A) Nuance has decided not to participate due to resource pressures, some concerns about the databases proposed and that they don’t have any suitable proprietary databases to available as an alternative. (ie. that have not been sent over an existing communications channel)
B) SpeechWorks would like to participate. A copy of their full reply appears below and is summarized here.
The common databases they can process are:
     1) Aurora-3 Spanish

     2) Aurora-3 German

     3) Aurora-2 if desired

The proprietary databases they propose are:
An in-car corpus with close talking and far-field microphones. 

Test set tasks: digit strings, commands, and names (for voice dialling)
Languages: 
1) US English 
2) German
3) Japanese
C) IBM would like to participate. A copy of their full reply appears below and is summarized here.
The common databases they can process are:

1) Aurora-2
2) Mandarin name dialing

3) Aurora-3 (under consideration) 

The proprietary databases they propose are:

1) Mandarin Embedded corpus.
Microphone embedded in PDA handheld device.

Test set tasks: 14 different tasks.
2) In-Car US English corpus. 
An in-car corpus collected from far-field microphone.  

Test set tasks: digit strings, commands, addresses, radio-controls, navigation, vindigo and points of interest.
Both SpeechWorks and IBM are happy with the proposed arrangements for handling the results of the evaluations.

Copy of letter sent to ASR vendors

Dear ****

Following the 3GPP meeting in San Francisco last week here is the formal follow up containing further information and asking some questions.

The enclosures contain the following:

1) copy of the letter below in MS-word format

2) latest draft of the "test and processing plan"

3) zip file with descriptions of the 5 databases that have been proposed for the common database testing

Its certainly going to be easiest to discuss this in a call. Whats your availability like next week? I can make it on Tues, Wed or Thur (4,5,6 Feb).

Best Wishes

David

To:    ASR vendor  

From:  Rapporteur of 3GPP SA4 Codec Work Item to Support Speech Recognition Framework for Automated Voice Services (David Pearce) 

Date: 28th Jan 2003

Reply requested by 12th Feb 2003

CODEC RECOMMENDATION FOR MOBILE SPEECH RECOGNITION SERVICES

Feedback on test and processing plan.

Thank you for indicating your interest in participating in the evaluation of codecs for Speech Enabled Services. Following discussions at the meeting of 3GPP SA4 20-24 Jan we would like to provide further information about our plans for the codec testing and to get your feedback on its feasibility for your organisation. There were a number of specific questions that could only be addressed by the ASR vendors performing the testing and we also wanted to make sure that what we are proposing is both feasible and effective. Based on your responses we will be able to refine the plan accordingly.

In terms of background information, please find enclosed the draft “Test and Processing Plan”. In addition, copies of references to descriptions of each of the databases are also enclosed. 

Five databases have been proposed for the purposes of the evaluations but it was felt that there would be additional value from including results on appropriate proprietary databases that ASR vendors might be interested in testing the codecs on. (Note that proprietary databases would not be shared; rather each vendor would test on their own proprietary database(s) only a description of the database and results would be supplied). These are described further below along with their related questions:

Common databases

Five databases were proposed to be part of the common databases to be used for testing. These consist of the following: 

1) Aurora 2 US English connected digits with artificially added noise at 8kHz

2) Aurora 3 SpeechDat-Car connected digits collected in-car real-world noise environment. 4 languages German, Danish, Italian, Spanish. 8 & 16kHz

3) Cantonese connected digits CUDIGIT with artificially added noise from Hong Kong University, 8 & 16kHz

4) British English name dialling test with artificially added noise, trained on WSJ for British English, 8 & 16kHz

5) Mandarin name dialling test with artificially added noise, trained on database from Chinese High-Tech 863 Program. 8 & 16 kHz

The references provided give further information about each of these databases. 

For each database it is anticipated that evaluators will first configure the system for model training and testing and to establish a baseline performance for the original uncoded speech and the vendors recogniser. For the evaluation of the codecs, a series of about 8 experiments will be run to provide results with each of the 8 codecs (four at 8 kHz and four at 16 kHz). The current work plan shows evaluations starting in March and completing by 20th June ahead of the 3GPP meeting in early July. (note this is the current expectation in the work plan but the dates may be subject to change depending on the feedback received) How many of the 5 databases listed will it be possible for you to process in a period of 3 months?

Proprietary databases

In addition to the common databases 3GPP is interested in the possibility of comparing the performance of the codecs on the ASR vendors proprietary databases since these may be more representative of current working practice in the industry. Indeed tests on these databases may also be of more interest to the ASR vendors themselves, and perhaps be larger and/or from real noise environments. To be suitable for the tests some of the considerations include:

1)
Database to be collected at the terminal device side with real-world background noise. 

2)
The database should NOT have been sent over an existing communications network.

3)
Sufficiently large that 0.5% absolute change in performance between codecs is a significant difference.

4)
Baseline recognition performance in range 5% to 15% word error rate. 

5)
Ideally there will be an 8kHz version and a 16kHz version but its not necessary to have this on all the databases.

Do you have any suitable proprietary databases that you are interested in using and would like to propose? If so, please provide a description of these databases.

Reporting of results

Are you happy to report absolute recognition results from all of the tests under the cover of a Non Disclosure Agreement to an ETSI representative who would keep the source of the results confidential? For the presentation of the results of the evaluation the company names for each result would be kept anonymous e.g. company A, B, C.

Feel free to ask any questions that arise and it may be helpful to arrange a telephone call discuss things further. Thank you for your interest in participating in the evaluations and looking forward to working with you on this. 

David Pearce 

Rapporteur of 3GPP SA4 Codec Work Item to Support Speech Recognition Framework for Automated Voice Services 

Pearce David [bdp003@motorola.com]  

Tel: +44 1256 484 436

Response from SpeechWorks
David,

As we discussed on the phone, here is our reply to the request for 

evaluations of the CODEC's.  Let me know if I should reply in some other way.

SpeechWorks would like to participate in the ASR tests  for the 3GPP CODEC recommendation for mobile speech recognition services.

SpeechWorks has both device-side and server-side ASR technologies and 

deployments.  We also now have Aurora DSR implementations built into our products in order to enhance the performance of wireless services.  So, we are quite interested in the further development of the standards and adoption by the 3GPP.

In order to support Aurora (in addition to G.723 and G.729 for IP telephony applications), we now have quite a bit of flexibility in the front-end of our server-side speech recognition engine (OSR).  We also have a well-defined training procedure for creating updated models for different CODEC's and front-end feature vectors.

We believe that to have meaningful results, any tests of CODEC's needs to be on situations that match closely realistic deployment scenarios.  So:

- Sufficiently large training and test corpora to allow training models of the complexity that we typically deploy.  If the training set size is too small we will be forced to either use reduced complexity models or adapt from mismatched, but well-trained models.  We don't think that either will give us realistic results.

- Realistically matched training and test conditions (so, similar 

microphone, noise conditions, application-type).  We think it's important not to go too far in either direction.  For example, we don't think training on WSJ and testing on names would give very useful results.  On the other hand, we are not advocating going too far in the other direction - carefully controlling the recording conditions for example.  Instead, we should try to test for the typical deployment scenario which includes the ability to train or adapt models on a similar acoustic environment and similar application, but will include normal speaker and environment variability and may not have application-specific training.

- Terminal-side recordings with real noise conditions.  We and others have tried to use simulated noisy data (added noise to clean recordings).  But so far, none of this work has resulted in experiments that we believe match the results of recordings made in the presence of environmental noise.  In particular, we have seen many cases where noise reduction techniques give much greater benefits in the artificial noise experiments than they do with 

real noise.

- The ASR engine should include state-of-the-art techniques for noise and channel robustness.  So, for example, the tests should include anything which can be done on the server side (channel normalization).

To address the above issues, the test which we would find most realistic is our in-car corpus that we use mainly for our embedded systems.  For this test of course, we would instead use this data along with our server-side ASR engine.  We have sufficient data recorded from users driving in cars for 10 languages.   The corpora include digit strings, commands, and names (for voice dialing).

The recordings are all simultaneous recordings from a far-field and a 

near-field microphone.  So, we could provide results for both microphones along with SNR distributions to show the effects of noise on the various CODEC's.

We would like to propose that the main tests we perform will be on a few languages from this corpus.  We think the best choices are US English, German (to compare to Aurora3), and Japanese.  We are willing to share the results and certain characteristics of the corpus, but unable to share the speech data.  If calibration vs other results are needed, it may be possible for us to run some reference ASR tests (using HTK for example) on our corpus and provide the results.

Also, we are willing to doing one or two other tests if the 3GPP has a particular need for results on one of the other proposed corpora.  Unfortunately, given the intersection of the criteria above and 

our language and model coverage, it may be difficult to find additional meaningful tests.  The German and/or Spanish Aurora 3 test may make sense for us.  Also, the Aurora 2 tests would be straightforward to run and allow us to compare to much of the Aurora work, but as mentioned above we are concerned about the fact that it is artificial noise.

For running the tests on our corpora, we will need two months between the time that the CODEC's are available to us and when we can commit to providing the results.  For other tests, it will depend on the complexity of setting up the tests.  An additional month should be sufficient for the Aurora 2 and Aurora 3 tests suggested above.

We are looking forward to participating in these experiments.  Please let us know if there are any questions in this response.

Michael Phillips

CTO, SpeechWorks International

Response from IBM
To: Dr. David Pearce, Rapporteur of 3GPP SA4 Codec Work Item to Support Speech Recognition Framework for Automated Voice Services

From: Dr. David Nahamoo, Department Group Manager, Human Language Technolgies Group, IBM T. J. Watson Research Center, Yorktown Heights, NY

Codec Recommendation For Mobile Speech Recognition Services

IBM confirms its participation in the evaluation of codecs for Speech Enabled Services. 

In response to your questions to ASR vendors:

1. Common Databases

IBM will process two common databases:

· Aurora 2 US English connected digits with artificially added noise at 8kHz
· Mandarin name dialling test with artificially added noise, trained on database from Chinese High-Tech 863 Program, 8 & 16 kHz
We are also contemplating an evaluation on the Aurora 3 database in one or more languages. We hope to reach a decision on that in another two weeks.

2. Proprietary Databases

We find it highly appropriate to additionally conduct evaluation on proprietary databases, and believe that the corresponding result will be assigned significant weight in a final selection criterion.

We will use two proprietary databases briefly described below. 

Internal In-Car US English Corpus

The database is used for our research experiments in embedded speech recognition. The recordings were made in stationary (with engine and a/c on) and moving (30mph and 60mph) cars with AKG-Q400 microphones placed on the mirror and visor. 
The corpus includes digit strings, commands, names and general English text. 

In all the training corpus has approximately 750 speakers with approximately equal distribution of males and females. 

The test set consists of 142 speakers recorded in stationary and moving cars with a AKG-Q400 microphone placed on the mirror. The test corpus covers seven different tasks, digit strings, commands, addresses, radio-controls, navigation, vindigo and points of interest.

Internal Mandarin Embedded Corpus

The database is designed for Mandarin speech recognition on a handheld device. The corpus is comprised of 300 speakers (150 male/150 female), each with 200 utterances. Each speaker's 200 sentences are composed of 14 segments for 14 different tasks' purpose like digit / name / street / organization / commands etc. 260 speakers (130male/130 female) are randomly selected for training purpose, the left 40 are for testing. Lucent SD1100 microphone embedded into a PDA enclosure has been used for the data collection. The recording has been made in a university dormitory under usual background noise conditions.
3. Reporting of Results

The proposed arrangement is acceptable for us wherein ASR vendors report absolute recognition results from all of the tests under the cover of a Non Disclosure Agreement to an ETSI representative who keeps the source of the results confidential, and for the presentation of the results of the evaluation the company names for each result would be kept anonymous.

