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Summary:

This document summarizes considerations to choose a suited speech codec for SES in 3GPP. Recognition results are given for the processing of speech using AMR /AMR-WB coding and decoding. These results show negligible performance degradations using AMR and AMR-WB coding scheme compared to the optimal case of direct microphone input to the speech recognizer. Hence no additional DSR codec is required to realize speech enabled services. 

Considerations for Codec Selection

· Proof of speech utterance content and speaker identity: DSR is a parametric speech description optimized for speech recognition engines. Reconstruction of the original speech signal is not possible. Nevertheless there exist applications (e.g. executing a bank transaction), which require the speech signal to proof the speakers identity.
There exist activities e.g. in a subproject of ETSI Aurora to aim on the reconstruction of the speech signal after transmission, but

· the methods investigated in this subproject increase the bit rate of DSR from 4.8 kbit/s to almost 6 kbit/s.

· the speech signal quality will be definitively lower than with conventional speech codecs. Furthermore it is not clear if the speech quality will be sufficient to allow reliable speaker recognition. Especially for secure transaction it is required to identify, which speaker has spoken and not only what has been spoken.

· The result of this activity does not have the status of  a standard in any standardization body 

· Complexity, cost: AMR is the mandatory codec in 3GPP for telephony services, AMR-WB will be available for multi-media applications. Therefore a codec for the speech services framework other than AMR respectively AMR-WB will add additional complexity and cost to mobile terminals. Whereas protocols for the use of AMR and AMR-WB are available in the 3GPP framework, the use of DSR would create additional complexity to the network infrastructure due to use of additional protocols.

· System simplicity: Complex systems are hard to implement, test and to maintain. Therefore system simplicity is desirable characteristic. DSR is just planned for IMS services, in circuit switched mode AMR or AMR-WB will be used anyhow. Usage of DSR for speech serives increases the system complexity and should therfore be avoided.


Figure 1 General block diagram of speech recognisers

System Optimization: 
· Figure 1
 show the general block diagram of any automatic speech recognition system. It consists mainly of the front-end (feature extraction - extraction of parameters characterizing the speech signal) and the back-end (pattern matching), which is performing the comparison of the input signal versus the vocabulary. In the development of the ETSI DSR front-end, the front-end has been optimized, keeping the rest of the system stable. This is a good procedure to optimize one component of a system, but it does not guarantee the overall best system performance. Full system performance is achieved if both building blocks are jointly optimized. As an example the absolute performance of the ETSI enhanced DSR front-end is described in [1] as 89.58 % average recognition rate for the Aurora2 testcase. In [2] results are reported also on the Aurora2 testcase, but using an ASR system with optimizations both in the front-end and the back-end. With this system an average performance of 92.42% is achieved. This is a error reduction of 27% compared to the best ETSI enhanced DSR system. Hence it is not expected to get the best performance using the ETSI DSR approach.

· Future Proof: There is ongoing research to further improve the performance of nowadays recognition systems. As described in the previous paragraphs best performance is achieved by optimizing the whole system and not just the front-end. Introducing DSR for speech services framework prevents introduction of improvements. Therefore the DSR concept is not future proof.
· DSR Performance:  There is no clear evidence of performance improvement using DSR versus ‘conventional’ speech transmission. ETSI Aurora investigations from Motorola and France Telecom showed relative performance improvements of less than 20% comparing the enhanced DSR frontend with the standard mode of AMR at 12.2 kbps (see [1]) in a small vocabulary task. Some remarks to these results:

1. Chain of speech codecs: The typical processing chain of DSR is: microphone input – frontend processing including quantization – channel transmission – dequantization – backend processing (recognition). The tests in [1] use the AMR codec in front of the DSR processing chain. This means two codecs are concatenated. It is obvious that each codec adds some performance degradation. Moreover DSR has been optimised for direct microphone input and not for usage with transmission channels to the microphone. Hence AMR coding in front of the DSR chain can only decrease the performance, there is no chance to improve it. Therefore a relative performance improvement with this scenario is not significant.

2. Significance of results: 

· Relative improvements in terms of error rate reduction are reported. In absolute figures this roughly an improvement of the word recognition rate from 88% up to 90% for DSR. Especially in small vocabulary tasks used typically for command-and-control applications experience shows that a minimum recognition rate of 95% is required to realize useful services. Hence even an absolute recognition rate of 90% is not sufficient for practical applications.

· Small vocabulary: The comparison has been made just for small vocabularies, suited for command-and-control applications. No comparison figures are available for medium-to-large vocabulary tasks, which is another important target application area for DSR.
· AMR performance:

An investigation has been performed at Ericsson with the Ericsson ASR system, which has an optimised front-end both for direct microphone input (e.g. in mobile phones) as well for usage in full server based ASR. The speech signal bandwidth is narrowband speech. For tests a database with roughly 7000 different isolated command words (45 000 words in total) has been used. Out of these command words different vocabularies from 10 to 100 words have been used with randomly choosen words in each vocabulary. The recognition mode is speaker independent recognition. Even though the input to the recogniser is narrowband speech, both AMR and AMR-WB have been used as coding schemes. No background noise has been used in these tests.

Figure 2 shows the results of these tests. The recognition accuracy is shown depending on the vocabulary size. The results show that for AMR and moreover for AMR-WB the performance is almost the same as in the best case for direct 16Bit linear input up to vocabularies of 100 words. The conclusion is that AMR-WB is well suited even for narrowband input.


[image: image1.wmf]Isolated command word recognition, telephone 

bandwidth

90,00

91,00

92,00

93,00

94,00

95,00

96,00

97,00

98,00

99,00

100,00

10

50

100

vocabulary size

accuracy / %

PCM

AMR_NB_122

AMR_NB_59

AMR_NB_475

AMR_WB_1265

AMR_WB_885

AMR_WB_660


Figure 2: Recognition accuracy for PCM 16Bit linear input, AMR and AMR-WB

.
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Figure 3: Recognition accuracy for 16Bit linear input and AMR-NB, average, best and worse results

· Performance Influence of coding scheme:

A further analysis of the results is shown in Figure 3 for the 10, 50 and the 100 words vocabulary result. Each value in Figure 2 is averaged over a series of tests for each vocabulary size. As an example for 10 words vocabulary roughly 200 different recognition experiments were conducted with different vocabularies. In some cases acoustically different words, in other cases relatively similar words have been used. Besides the average recognition rate the best and the worst result for each vocabulary is shown. Looking at the 50 and 100 words vocabulary even with the worst coding scheme (AMR-NB at 4.75 kbps) better results may be obtained (if acoustically different words are in the vocabulary) as with the ideal case (16 Bit linear samples direct input) and acoustically similar words. So the second conclusion from this result is, that the system performance is depending more on the choice of the command set (and so on the application design) as on the speech signal coding scheme.
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