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Introduction

At the previous meeting (Redmond SA4#25), Siemens submitted to SA 4 the document S4-020680 ‘Air interface simulation for speech conversational tests’. In this document it was stated that Siemens would provide an air interface simulator in order to be able to simulate an end to end mobile to mobile conversation in collaboration with France Telecom. France Telecom would provide the core network simulator (cf. S4-020527).
In this document we would like to go further in this discussion and try to clarify some points which were raised.

As the deadline for Release 6 is now getting closer we would like to support the idea to separate the test in two parts. A first part of the test would be dedicated to the test of the AMR speech codec and the second part (which could come later) would take care of the tests of the AMR WB codec.

In a first part of this document, the simulation chain, as proposed in the previous document, is reminded. Then some answers to questions raised during Redmond meeting will be given.

Principle of the simulation

The description of the protocol can be found in the Figure 1. We only considered one direction, when talker A speaks to listener B, the other path can be extrapolated easily.

Voice from speaker A is compressed using AMR (or AMR WB) codec. The bitstream is then encapsulated with IP/UDP/RTP headers. In the RLC of the user equipment A the IP bitstream is segmented in RLC packets. The air interface transmission is simulated using the physical layer simulation error pattern for the uplink (UL). Indeed errors are introduced. The size of the RLC packets will feet the size of the physical layer frames The physical layer will not be simulated in real time but error pattern files will be provided. Then for each RLC packet, an xor is done with the physical layer simulation error pattern. The RLC (on the BS side) receives RLC packets and reassembles them to produce IP/UDP/RTP/AMR frames. Siemens will take care of this part (RLC sender and receiver as well as the physical layer error insertion for the UL part).

The IP/UDP/RTP/AMR frames encapsulated bitstream are transmitted through the network simulator. Then the network simulator will deliver frames to the RLC layer, with or without errors.

Then, the RLC layer (on BS B, where user B is standing) will receive the encapsulated data, segments them and adds RLC headers. For each RLC packet, an xor is done with the physical layer simulation error pattern. Errors will be introduced or not. The physical layer will not be simulated in real time but error pattern files will be provided. The RLC (on the UE for user B) receives RLC packets and reassembles them to produce IP/UDP/RTP/AMR frames that are transmitted to the upper layer. Siemens would also take care of this part (RLC and physical layer error insertion for the downlink (DL) side).

These IP/UDP/RTP/AMR frames will be “decapsulated” and then transmitted to the AMR decoder and listened by user B.

For the case when person B will speak to person A, the simulation will follow the opposite way, using UL simulation and then DL simulation.
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Figure 1: Simulation description

Answers to different questions and discussion on the error rate

1. Which FER do you achieve?

The RLC is going to work in UM and each PDU will be protected by a 16 bit CRC. In order to be able to conduct the simulation, the physical layer will need to know what is the desired BLoc Error Rate (BLER). The residual BER which is the bit error rate after the 16 bit CRC decoding and should be very close to zero.

Then according to the number of IP frames per PDU, the FER could be obtained. If only one AMR frame would be inside a PDU, then the BLER and the FER would be the same, for one side of the transmission (for example in UL). Then the same BLER has to be added on the DL side. But it can happen that 2 IP packets are on the same PDU due to the delay introduced by the network simulator and/or different pathes taken by the IP packets. Then we will have to take it into account when computing the overall FER at the application layer.

On top of this, the core network will also introduce packet loss.

Due to the fact that Turbo coding is going to be used, the number of errors per PDU is either going to be very high or very close to zero. When a PDU is false then a lot of bits are wrong otherwise, in normal case, nearly no bit error should be present.

The test results will give the final BER and FER.

2. Could we provide some streams with different FER?

As the FER will be one parameter for the physical layer, it should not be a problem to provide streams with for example the following BLER:

· 10-2

· 10-3

· 5.10-4
This BLER will result in a certain FER which can be considered to have (for the worst case scenario), four times this value.

3. Could an SDU of another size as 640 be used?

According to the size of the SDU, turbo coding or convolutional codes will be used. Turbo codes lead to good results when the SDU size is relatively big. If we reduce the SDU size then convolutional codes could be used. But, as an example, it can be seen in document 34.108 that the actual defined RABs for CS at 64 and 32 kbps are using 640 bits per payload in a PDU and that for these RABs, turbo coding is used.

Since, we want to provide the same QoS but in PS, these RABs might be a logical starting point.

4. With a RAB of only 32kbit/s only a few bitrates of the AMR_WB could be tested?

It should be possible to change the RAB in order to have more bitrates. Nevertheless, it should be noted that the first series of test will have the goal to test the AMR NB. At 12.2 kbit/s the expected total bit rate is already around 30 kbit/s and around 22 kbit/s with the AMR at 4.75 kbit/s. The 32 kbit/s RAB seems to be quite sufficient and not to oversized for our purpose.

5. Can your test propgrame handle delay jitter, as the network simulator is not going to deliver constant bitrate?

The C program will control the delay jitter, and avoid the transmission of packet that have been waiting too long in the transmission buffer. The time is simulated thanks to a timer that sends the configured number of PDU packets over the air interface every TTI.

6. Is there any description of the executable interface? Will it be real time?

The overall testing is going to be done with France Telecom under NDA. At this point of time we do not see the reason why you should deliver this kind of description to the community? The RLC level will be real time, the physical pattern errors will be computed off line.

7. Is the UMTS Simulator (executable) for Sun and/or Windows?

We only worked on sun but the C is ANSI. Adaptation should certainly be needed to make it work for windows.
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