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1. Introduction

TSG-SA1 gave a mandate to TSG-SA4 to recommend a codec for speech enabled services [1]. The codec was supposed to be a conventional speech codec (such as AMR) or DSR optimised front-end feature extraction codec. This contribution discusses the codec recommendation, recommendation criteria and the feasibility of different options.

2. Speech enabled services

The specification TS 22.243 [2] gives the service requirements for SES. It defines scope of the service and the speech recognition framework. In PS domain the options are basically conventional (speech) codec or DSR optimised codec. For circuit switched services only conventional speech codec is utilised.

Conclusion: The voice automated services as such are not affected by the codecs selection. Hence, from the service point of view both conventional speech codec and DSR optimised codec enable the multimodal and speech-only services. 

However, considering the packet switched environment was using DSR optimised codec, the server would need to have two different speech recognition back ends. One for CS side with full recognition engine and the other one with back end suitable for given DSR front end.

The performance benefit from using DSR optimised codec is motivation for using it. 

The situation for PS voice is more complicated than presented above and there are additional factors that affect performance for example: 

1) Consider the use of noise suppression on voice channel and the consequences for recognition performance. Use of noise suppression is optional and not standardised so different vendors will use different noise suppression algorithms that have indeterminate affect on performance. Indeed experiments show that noise suppression reduces performance.

2) Consider mode switches between AMR rates.  Channel errors will occur prior to transition to a new mode and these will result in recognition errors.

3) Also be aware that if AMR based then model training is not so straightforward with mode switching!! If models are trained on different modes then performance falls for higher datarate modes.

One benefit of DSR is that the server model creation can be simpler. Indeed the same models can be used across different network supporting DSR.  This makes server maintenance easier and provides ubiquitous access.
3. Conversational multimedia services

The speech commands in speech enabled services are supposed to be delivered using the conversational multimedia service specifications (TS 26.235 [3] and TS 26.236 [4]). For this particular service, 3GPP has already selected default codecs. For delivering speech, the default codec is AMR (narrowband) and the transmission format is the RTP payload defined in RFC 3267 [5]. 

Conclusion: Having already a default codec for delivering speech from the terminal in conversational bearer, it would make sense to deliver speech for speech recognition engine in speech enabled service server using the very same codec with the agreed quality of service settings. Otherwise, a substantial improvement is performance needs to be shown to justify the addition of another transmission format.

Agreed – substantial performance benefit is the motivation for DSR optimised codecs!
4. Performance requirements and comparisons

4.1 Measuring the performance

A word recognition accuracy (%) is a widely used measure in scientific publications when various speech recognition algorithms and solutions are compared. This is due to the fact that the word recognition percentage can be measured from all types of speech recognition systems and it can be used as a common measure to compare various systems and recognition tasks. From the end-user or an applications point of view, the word recognition accuracy is sometimes a misleading measure. Its use is best justified in such applications aiming at recognizing isolated words.

Here is an example illustrating how the word recognition accuracy relates to the actual recognition performance perceived by the end-user in a continuous speech recognition system (a speech recognition system where the user can speak complete sentences). Assuming the user says the utterance: 

“I want to book a ticket from Zürich to Stuttgart”. 

If it is further assumed that the word recognition accuracy of the system A is 90%, i.e. a single word is recognized correctly at the probability of 90%. As the sentence has 10 words, the sentence recognition rate can roughly be approximated as 0.90^10 ( 34.9%.

If there is another recognition system B which provides a 20% better word recognition accuracy which reduces the 10% word error rate to 8%, i.e. the word recognition rate is 92%, then the sentence recognition rate increases up to 0.92^10 ( 43.4%. This is relatively ( 8.5% (wrong math here – its (43.4-34.9)/65.1 ==  13% ) better, but in absolute terms the recognition accuracy of the sentence (the end user service experience) is well below an acceptable level, e.g. 95%.

This calculation is not entirely correct since error rates for different digits will be different but nevertheless if we use the same maths for the purpose of the discussion for now then consider relationship between word accuracy and string correct different operating points.

	Original word accuracy
	Performance string correct
	Improved word accuracy by 20%
	Performance string correct
	% Improvement in string correct
	

	90
	34.9
	92
	43.4
	13%
	

	95
	59.9
	96
	66.5
	16.5%
	

	97.5
	77.6
	98
	81.7
	18%
	

	99
	99.2
	90.4
	92.3
	19.6%
	

	
	
	
	
	
	


As illustrated above as word error rate improves then a 20% improvement in word accuracy corresponds to nearly 20% improvement in string accuracy.
To address the interest to evaluate performance differences at operating point where higher performance levels are obtained for connected digits then it is possible to take additional measures at SNR conditions where WER above 5% (for example) is obtained in the Aurora 2 database e.g. 20dB to 10dB SNR.
Conclusion: Even if the word recognition accuracy is improved as much as 20%, the actual performance gain for the speech recognition service (in terms of a sentence recognition accuracy) perceived by the end-user is still insignificant and the users cannot observe any “significant” superiority of the system B over A.

Even though word recognition (or error) rates are commonly used by the scientific speech recognition community, one needs to be very careful when carrying out comparisons. In practical speech recognition services or applications, the performance gain perceived by the end-user has the greatest importance. While the word recognition accuracy may indicate a relatively larger performance gain, this improvement results in the real application domain only as a marginal gain which is not perceived by the user.

New Conclusion 

Word accuracy is good measure and well established in the speech recognition community for evaluation procedures.

Good to also have a measure of performance that is in range of acceptable performance e.g. 20 to 10 dB for Aurora2.  WER about 5%.
4.2 Computational complexity

The implementation of DSR optimised codec should always be considered as an additional complexity and memory requirement since AMR speech codec is in the terminal by default. 

Does not add to complexity – only takes a small amount of ROM extra since AMR and DSR don’t run at the same time i.e. no hit on computation or RAM. In fact if looking to multimodal then DSR has lower computation and RAM requirements and can free resource for other computation on a device.
4.3 Service evolution possibilities

Compatibility of the service is an important issue. The DSR optimised codec operates only with the back-end tailored for it. For each DSR codec a new back-end engine is needed. If new developments and innovations are done in speech recognition front-end feature extraction design (DSR optimised codec), a new standard is needed and terminal implementations (in addition to the server side changes) need to be updated. In case of transmitting speech to the recogniser using e.g. AMR speech codec, the service provider has full freedom to use any speech recognition engine available in the market, even a DSR based engine.

The starting point for DSR is much higher in performance than. The server back-end is still open to innovation.  

DSR does bring consistent lift to service performance from different ASR vendors – different vendors for different languages or different applications.
4.4 Bandwidth

Low bandwidth usage is an important issue. But on absolute terms, when the speech utterances used to control the multimodal service of input data, does not take more than few seconds at maximum, the overall bit rate does not make too much difference. Neither the conventional speech codec like AMR nor DSR optimised codec exceed the channel capacity. 

Bandwidth is important form perspective of latency and interoperability of services with 2.5G networks ie. GERAN. Consider single slot GPRS with CS1 coding there is only 8kbps for application data. After addition of IP and RTP headers this reduces to only 5,6kbps of available codec data rate!

If try to run at 12.2 kbps AMR for example with IP headers then total data for 2 20ms frames per payload 61bytes + 8 + 5 = 76 will require four 20byte size GPRS RLC blocks. Ie. link runs at half the rate needed. So 3 second utterance will take 6 seconds to transmit! Giving a 3 second latency on top of uplink and downlink transmit times!!

This will be unacceptable to user! 

4.5 Language independency

The codec algorithm to be specified in the global 3GPP standard should guarantee speech enabled services to operate well across languages. E.g., for tonal languages, such as Mandarin Chinese, the tonal features are essential for speech recognition.

Agreed needs to work for tonal languages.

Extensions to DSR to allow tonal language recognition will be complete well within timeframe of release 6.

Anticipate getting better performance from DSR extension than can get from transcoded speech especially in background noise.
4.6 Databases

The stage 1 specification TS 22.243 [2] gives a list of applications for speech enabled services. The codec recommendation work should take into account the various possible applications when selecting the databases for the evaluation.

Performance results in relative terms generalise across applications. Not necessary to do application specific tests. For practical evaluation purposes it is necessary to have a database available for testing. It is certainly desirable to have new database on different tasks to evaluate on but it is of course necessary to have specifications and actual databases made available to do this.
4.7 Other metrics

The service providers are very likely required to reconstruct the speech for many applications related to speech enabled services. For example, reconstructed speech may be used in user interaction. Hence, the reconstructed speech should be available in speech enabled services.

Service availability should also be used as a metric. Currently, there are a number of services operated with automated speech recognition. In these cases speech is transmitted to the recognition engine using conventional codecs. In addition, when building the multimodal services on utilisation of DSR optimised codec, the potential users of the service depend on the adoption of the terminals having the DSR optimised codec implemented in the terminal.

5. Conclusions

The above mentioned issues need to be taken into account when making the recommendation of a codec for SES. 
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