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1. Background

This paper describes the subset of the Italian SpeechDat−Car (SDC) provided to the Aurora
consortium as one of the databases used for the evaluation of a noise robust front−end for
feature extraction, WI008. We will describe the statistical composition as well as the
baseline results similar to the corresponding reports for the Finnish SDC [1],[2].

2. Statistical composition and preparation

The database as received before adaptation consists of 4394 recordings (about 100
speakers x 2 microphones x 2 sessions x 11 items, see below for the list of items). The
recordings were taken from the close−talk microphon (channel 0) and from one of the
hands−free microphones (channel 1). Data was recorded with 16 kHz.

The following utterances are included in the recordings:

1. 1 sequence of 10 isolated digits (B1)

2. 1 sheet number (5+ digits, C1)

3. 3 read telephone numbers (C5,C6,C7)

4. 1 credit card number (14−16digits, C3)

5. 1 PIN code (6 digits, C4)

6. 4 isolated digits (I1, I2, I3, I4)

In parentheses you will find the SDC item identifier, see for instance [3] for detailed in−
formations.

During the preparation process some of the files were excluded because of bad recordings,
out−of−vocabulary words etc.

Before the decomposition into the three training conditions (well−matched, medium mis−
matched and highly mis−matched training) was done, all the files were pre−processed in the
following manner:

1. removal of DC offset,

2. cutting of synchronisation beeps (DTMF tones) in the beginning of the files, as far
as this was possible using an automated process,

3. downsampling from 16 to 8 kHz using the ITU−T G.171 software tools library.

Table 1 presents the distribution of the driving conditions as available before the decom−
position. Regarding the naming of these conditions we stick to the convention used within
the SDC label files. 



Driving Condition Files Percentage

STOP_MOTOR_RUNNING 330 7.75%

TOWN_TRAFFIC 1254 29.44%

LOW_SPEED_ROUGH_ROAD 1866 43.80%

HIGH_SPEED_GOOD_ROAD 810 19.01%

In summary 4260 100.00%

Table 1: Driving condition distribution for the

 SDC Italian database

It can be seen from this table that we don’t have a uniform amount of files for all the driving
conditions, especially for the STOP_MOTOR_RUNNING condition. 

The same counts for the gender distribution depicted in table 2, which again shows a mis−
match between the number of files recorded from male speakers towards the ones recorded
from female speakers.

Male Female

Files Percentage Files Percentage

2418 56.76% 1842 43.24%

Tabelle 2: Gender distribution for the

 SDC Italian database

The following paragraphs will present the statistical properties of the different training
conditions. For each of these three conditions, 70% percent of the files were used for
training, 30% for testing. We also tried to have a similar amount of driving conditions
included in training and testing, but this was not possible due to the mis−match of the
amount of existing files.

Well−matched (wm) condition

For this experiment, 70% percent of all the files (close talk and hands−free microphones)
were used for training, 30% for testing. 

Drivin Condition

Training CT & HF Testing CT & HF

Files Percentage Files Percentage

STOP_MOTOR_RUNNING 235 7.96% 95 7.26%

TOWN_TRAFFIC 844 28.60% 410 31.32%

LOW_SPEED_GOOD_ROAD 1315 44.56% 551 42.09%

HIGH_SPEED_GOOD_ROAD 557 18.87% 253 19.33%

In summary 2951 100.00% 1309 100.00%

Table 3: Driving condition distribution for the

 well− matched condition training



Medium mis−matched condition

For this training condition, again 70% of the files were taken for training, 30% for testing.
Only the recordings made with the hands−free microphones were used. For the training, as
many STOP_MOTOR_RUNNING files as available were used.

Driving Condition

Training HF Testing HF

Files Percentage Files Percentage

STOP_MOTOR_RUNNING 165 17.24% − −

TOWN_TRAFFIC 399 41.69% − −

LOW_SPEED_GOOD_ROAD 393 41.07% − −

HIGH_SPEED_GOOD_ROAD − − 405 100.00%

In summary 957 100.00% 405 100.00%

Table 4: Driving condition distribution for the

 medium mis−matched condition training

Figure 2: Number of repetitions per utterance for the well matched condition
training
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Figure 1: Gender distribution for the well matched condition training
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Highly mis−matched condition

Again, 70% of all the files used for this experminent were used for training, 30% for testing.
For the training only close−talk microphone recordings were used, whereas for testing the
hands−free files were taken.

Driving Condition

Training CT Testing HF

Files Percentage Files Percentage

STOP_MOTOR_RUNNING 115 7.64% − −

TOWN_TRAFFIC 460 30.54% 198 31.53%

LOW_SPEED_GOOD_ROAD 633 42.03% 221 35.19%

HIGH_SPEED_GOOD_ROAD 298 19.79% 207 32.96%

In summary 1506 100.00% 626 100.00%

Table 5: Driving condition distribution for the

 highly mis−matched condition training

Figure  4: Repetitions per utterance for the medium mis−matched condition
training
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Figure 3: Gender distribution for the medium mis−matched condition training
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3. Simulation results

In order to specify the optimum parameter set for the HMM training, different HTK con−
figurations were tested using the WI007 reference front−end. In detail the following pa−
rameters were modified:

1. the number of iterations after the speech pause model generation,

2. the number of states,

3. the word insertion penalty as well as the grammar scale factor.

In addition (and in order to test the 16 kHz data setup) simulations with 16 kHz sampling
rate were carried out. Again these experiments have shown worse recognition results than
the ones using the 8kHz data (well−matched: 85,07%, medium mis−matched: 66,68%,
highly mis−matched: 34,38% for the baseline configuration)

Regarding the parameters used during the test phase (word insertion penalty and grammar
scale factor), the best results were obtained by setting both parameters equal to zero.

Table 6 and 7 present the simulation results in terms of word accuracy for the experminents
with the different number of iterations as well as with different numbers of (HTK) states.
Regarding the number of iterations the syntax (A,B,C,D) denotes the number of iterations
between the mixtures (seed HMM, A re−estimations, first mixture, B re−estimations, second
mixture, C re−estimations, third mixture, D re−estimations).

Figure 6: Repetitions per utterance for the highly mis−matched condition training
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Figure  5: Gender distribution for the high ly mis−matched condition training
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Iterations

Training condition 3,3,3,3 3,3,3,7 3,4,4,4 3,5,5,5 3,6,6,6 3,7,7,7 3,8,8,8 3,9,9,9

Well−matched 92.89% 93.59% 93.23% 93.61% 93.55% 93.64% 93.90% 93.81%

Medium mis−matched 83.38% 83.78% 84.06% 82.66% 82.30% 82.02% 81.10% 80.74%

Highly mis−matched 35.75% 35.59% 42.20% 38.27% 38.29% 39.83% 40.26% 42.31%

Average 58.76% 70.99% 73.16% 71.51% 71.38% 71.83% 71.75% 72.29%

Table 6: Simulation results (word accuracy) for different numbers of re−estimations 

Number of (HTK) states

Trainin condition 16 17 18 19 20 21

Well−matched 93.66% 94.21% 93.64% 93.96% 93.87% 94.27%

Medium mis−matched 78.07% 80.66% 82.02% 82.86% 84.54% 84.06%

Highly mis−matched 38.06% 41.50% 39.84% 43.49% 48.79% 45.49%

Average 69.93% 72.12% 71.83% 73.44% 75.73% 74.61%

Table 7: Simulation results (word accuray) for different number of states

One can easily see, that especially the number of states has a big impact on the average
simulation results. Taking into acount the results obtained from the simulations depicted in
table 6 and 7, a combination of the (3,4,4,4) number of iterations and the usage of 20 states
seems to be promising. Table 8 depicts the corresponding results.

Training condition Word Accuracy

Well−matched 93.87%

Medium mis−matched 84.54%

Highly mis−matched 48.79%

Average 75.73%

Table 8: Results for (3,4,4,4) re−estimations 

and 20 (HTK) states

Baseline configuration and results

Even though the configuration presented above had shown better simulation results, in
order to harmonise the evaluation setup between the three SDC subsets we decided to
stick with the (3,7,7,7) scheme and 18 states as used by the SDC Finnish setup. Table 9
shows the baseline results obtained with this configuration.

Training condition Word Accuracy

Well−matched 93.64%

Medium mis−matched 82.02%

Highly mis−matched 39.84%

Average 71.83%

Table 9: Baseline results for the SDC  Italian 
subset, (3,7,7,7) iterations,  18 (HTK) states
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