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1 Introduction
The 9 modes of 3GPP AMR-WB speech coder provide a means for dynamic bit rate adaptation to bandwidth availability. The bit rate difference between two adjacent modes varies from 0.8 kbps to 3.2 kbps. Although these differences may be considered small enough for the system and applications defined in the current 3GPP standard, there are other applications which may call for smaller bit rate differences. In this document we propose one such application and a method of providing smaller bit rate gaps, where small bit rate gaps are realized by introducing submodes between the current 9 major modes using the feature of Fine Granularity Scalability (FGS).

2   Imbedded data in voice band

We are proposing a new application where small amount of data (such as short messages) can be carried with the voice. This kind of data, hereby called voice band imbedded data, is transmitted inside AMR-WB speech frames and can be used in help of voice communications. For example, without hanging up the call one may send a character string of a company’s name or address to the person he/she is having a conversation with on a mobile phone. The person receiving the data can then directly save the information right on his system. As opposed to one person spelling the words this is easy and time efficient. For this particular scenario, the advantages of using voice band imbedded data are, but not limited to, as follows:

1. One does not have to make another call for data service.

2. The information can be saved right away at the receiving site.

3. Easy operation and time efficient.

4. Data and voice sharing the same transport channel is power efficient to a mobile device.

The above scenario is just one application of this voice band imbedded data. There can be many applications, such as universal emergency messages sent from the service provider to anyone who is on the phone, which will not be enumerated in this document. 

On the technical side, since voice band imbedded data is to be sent within the speech frames, it is expected that some of the bandwidth originally allocated to voice be assigned now to the imbedded data. In terms of the speech coding, it is equivalent to saying that when voice band imbedded data is to be carried inside the speech frames, the bit rate of the speech bit stream has to be sacrificed. The tradeoff now is how to find a balance point between the advantages of sending data with voice and keeping the best speech quality. The best solution would be to closely match the imbedded data rate to the amount of speech bit rate being sacrificed. For this purpose, the up-to-3.2k bit rate gap of the AMR-WB modes would be too big. This is why the submodes, which can offer smaller bit rate gaps, are desired for this voice band imbedded data application.      

3   AMR-WB submodes based on FGS

Fine granularity Scalability (FGS), originally proposed to combat the every-changing internet traffic situation, is a concept developed in recent years for multimedia data compression. FGS on video has been adopted as part of MPEG-4 international standard [1][2]. FGS speech coding, On the other hand, has not yet been a topic in standardization organizations mainly due to its already-low-bit-rate feature compared with the video data. Apart from the internet applications the voice band imbedded data, as described above, inevitably requires the same FGS abilities in the speech coding for providing finer bit rate gaps between the existing AMR-WB modes. It is therefore part of this document’s purpose to describe a FGS speech coding mechanism for the submodes of AMR-WB coder. 

3.1 FGS speech coding 

For each speech signal to be encoded, the stream is partitioned into frames and further into some even number of subframes. During the encoding process the parameters associated with LPC filtering and the fixed-code pulses are searched through an analysis-by-synthesis method on a frame/subframe basis. These parameters are then sent to the decoder in order for obtaining a synthesized speech best resembling the original one. According to CHEN[3], the number of the fixed-code pulses can be cut in half by removing those pulses in the odd-numbered subframes. Using the low-rate coder of ITU-T G.723.1 as an example, the method leads to a 27% reduction in the bit rate with only 1 dB SEGSNR (segmental signal-to-noise ratio) deterioration in the decoded speech. 
Based on this previous study, FGS over CELP algorithm can be achieved by delicately adding back the pulses of the odd-numbered subframes, in other words, by placing the information bits associated with the fixed-code pulses of the odd-numbered subframes in the enhancement layer[4]. Actually, this concept can be further extended to the pulses of the all subframes for wide band speech such as AMR-WB coder. If pulses can be manipulated properly the quality of speech can be optimized.

3.1 AMR-WB submodes
The submodes are designed through the manipulation of the fixed-code pulses. For example, there are respectively 72 and 96 fixed-code pulses in a frame of AMR-WB’s 8th and 7th modes. The submodes between 8th mode and the 7th mode are obtained by dropping two pulses (pulse pair) at a time from those in 8th mode, keeping almost the rest of the algorithm unchanged. The pulse pairs to be dropped are chosen alternately from the subframes, i.e., first from subframe 0, then subframe 2, then subframe 1, then subframe 3, then subframe 0, etc. 

The fixed-code pulses of each AMR-WB mode are searched to be the best combination for that mode’s configuration. The speech quality corresponding to 72 pulses obtained by dropping 24 pulses from the 96 pulses of the 8th mode will not be as good as that corresponding to the 72 pulses searched under the 7th mode configuration. Although there will not be a submode corresponding to 72 pulses (which is already the 7th mode) the same effect can affect those cases with pulse number only a little greater than that of 7th mode but with worse speech quality. Since it makes no sense to keep a submode with higher bit rate but worse speech quality, only those with speech quality better than that of 7th mode are chosen to be the submodes between the 8th and 7th modes. 

The same method used for submodes between the 8th and 7th mdoes are applied to the submodes between other AMR-WB modes. Figure 1 shows a preliminary result of the method, where the x-axis indicates the number of pulses in each mode and submode, and the y-axis indicates the SEGMENT SNR values of the decoded speech referenced to the speech encoded and decoded following the 8th mode procedure. The test speech is tst.inp. This figure clearly shows that, with simply manipulating the number of pulses one can add in submodes for AMR-WB coder. The bandwidth space freed by dropping thoses pulses can then be used for voice band imbedded data.

             Figure 1.   AMR-WB submodes 
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4  Conclusions

In this document we propose a voice band imbedded data mechanism and, for better realizing that mechanism, an FGS based AMR-WB submodes. The purpose of this contribution document is to reveal our ideas and some preliminary results. There will be more work on integration of the voice band imbedded data mechanism with other parts of the system, and, of course, on improvement of the of sub-mode design. For example, in order not to alter the standard algorithm by a great extent we chose to modify only the number of fixed-code pulses for the introduction of submodes. However, the performance of the submodes, such as the density of submodes and speech quality, can be improved if adjusting other part of the algorithm is allowed.
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