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1 Introduction

In section 6.3.2.3 "Case study: Use of DCH with RLC Acknowledged Mode" of TR 26.937 "PSS; RTP usage model" (latest working draft v0.3.0 available in S4-020154 [1]) simulation results are shown how a given streaming service setup can work efficiently in a UTRAN environment. This document presents similar results for GERAN. The purpose is to illustrate through example the importance of setting the application and GERAN parameters and streaming bearer implementation options right for providing optimal streaming service.

2 Network and application setup in the test cases

2.1 GERAN parameters and streaming bearer implementation options

The GPRS Gb Network architecture is used.

2.1.1 Radio physical layer settings

MCS-7 is used on the downlink and MCS-5 on the uplink.

Modulation and Coding Scheme
Maximum Bit Rate (Kbps)

MCS-5
22.4

MCS-7
44.8

Table 1: Bitrates per timeslot for MCS-5 and MCS-7 coding schemes

The following physical network setup was assumed in the simulations:

· 4/12 reuse, BCCH 'always on' for downlink

· 75 BTS'; BTS' are 1.5 Km apart 

· 7 timeslots were allocated for GPRS, no GSM voice traffic is simulated. 75% fractional load assumed, it means on average > 5 of 7 timeslots are used by packet data users.

Error free (EF), slow moving (Typical Urban 3 Km/hr - TU3) and fast moving (Typical Urban 50 Km/hr - TU50) mobile cases ware simulated. The RLC block error characteristics for the different cases is given in the tables below.

TU3
DL (MCS-7)
UL (MCS-5)

Block Error Rate
2.11%
0.31%

Average block error burst length
2.12
2.04

Table 2: TU3 RLC block error characteristics

TU50
DL (MCS-7)
UL (MCS-5)

Block Error Rate
7.72%
2.06%

Average block error burst length
3.35
2.78

Avg. seconds between handovers
53
53

Table 3: TU50 RLC block error characteristics

2.1.2 GPRS capacity scheduling

The GPRS capacity (i.e. number of timeslots allocated to packet data) available is to be shared between all mobiles in the system. The resource is to be managed by a scheduler implemented at the RLC/MAC layer in the RNC. The GPRS capacity is shared by allocating timeslots (i.e. PDTCH channels) according to some prioritized but fair algorithm to the different application packet flows directed to the different mobiles. 

The guaranteed bitrate of the streaming bearer in the below tests was set to equal the bitrate of 1 timeslot MCS-7. The RLC retransmissions are counted as part of the guaranteed bitrate, i.e. the effective bitrate for the streaming bearer can be lower than the guaranteed bitrate. It is assumed that the scheduler does not allocate any more capacity to the streaming bearer than the guaranteed bitrate, and does not allow for bursty capacity usage. These assumptions lead to a kind of "dedicated 1 timeslot MCS-7" case.

2.1.3 RLC acknowledged vs. non-acknowledged mode

For streaming traffic the application end-to-end delay requirements are not as strict as for VoIP applications, thus the delay introduced by L2 retransmission schemes on the radio link layer are not so critical. For streaming, the use of RLC acknowledged mode is preferred. It has to also be considered that L2 retransmission increases the total traffic to be scheduled on the available GPRS capacity.

Once an RLC block has been transmitted (but not yet acknowledged in RLC acknowledged mode), it can not be discarded from the queue. This means that there is no way to limit the number of retransmission attempts and the RLC-acknowledged mode will always be full-persistent.

Incremental Redundancy is not used in L2 retransmissions.

When RLC acknowledged mode is used, at handovers the LLC packet forwarding mechanism is enabled. The packets in the RLC queue at the time of handover are not dropped but forwarded to the new queue (maybe even in another RNC). When RLC non-acknowledged mode is used the LLC packet forwarding is disabled, which means that all packets in the queue at the time of handover are dropped.

2.1.4 Scheduler queue length management

Long scheduler input queue will prevent PDUs being dropped when temporarily not enough radio capacity is available. However, packets delayed too long will be useless for the application. The "RLC Discard" mechanism can save bandwidth on the air interface by discarding packets from the RLC scheduler queue before the air interface when it considers that those packets would arrive late anyway to the streaming client in the mobile. There is a maximum time limit for each packet to stay in the scheduler queue. The RLC Discard timer has to be tuned to work well with the receiver buffering delay in the streaming system.

2.2 Application parameters

H.263+ Profile 3, Level 10 video codec and the AMR audio codec was used in a 3GPP PSS compliant streaming application.

The total session bitrate of the multimedia streaming application (including audio, video RTP and RTCP streams) was chosen such that on average it doesn't exceed the guaranteed bitrate (i.e. 1 timeslot MCS-7 – the overhead of the different layers on top of RLC).

The AMR codec can be operated at a range of different modes (i.e. bitrates). In the different AMR modes the 20ms speech frames are compressed to a different number of bits. These encoded frames are packetized into RTP packets according to the AMR RTP payload format [2]. In the tests the octet-aligned packetization mode is used and no other Frame CRC is carried in the AMR RTP payload.

The audio RTP packet size was chosen to match the RLC/MAC frame payload size. The AMR bitrate and number of AMR frames per packet was adjusted to achieve this packet size. A fixed 113 bytes audio RTP packet size without ROHC corresponds to the 6.7 Kbps AMR mode without discontinuous transmission, with 4 AMR frames per RTP packet and 40 bytes IP+UDP+RTP header overhead. Resulting in an audio RTP bitrate of 11.3 Kbps.

For video rate control the long window rate control [3] algorithm is used to generate a video bitstream that matches the target video bitrate. It results in a fixed frame rate video that can be transmitted at a constant transmission rate (CBR), as it utilizes the possibility of pre-decoder buffering at the streaming client.

The target video RTP packet sizes was also chosen to match the RLC/MAC frame payload size. As no ROHC is used the RTP packet size includes the 40 bytes of IP+UDP+RTP header overhead per packet, so the effective media payload size of a packet is decreased. A constant video packet size can in practice not be maintained, as loss-robust packetization should align packet boundaries with video slice boundaries. Video slices can not be encoded exactly to the given target number of bits.

Parameter Type
Value

Session Bitrate (Kbps)
42

RTCP Bitrate (% of Session Bitrate)
2.5%

Audio RTP Bitrate (Kbps)
11.3

Audio RTP Packet Size (bytes)
113

Video RTP Bitrate (Kbps)
29.7

Video Image Size
QCIF

Encoded Video Frame Rate (fps)
3.75

Video Packetization Algorithm
1 slice/ packet

Target Video RTP Packet Size (bytes)
112

Streaming Client Pre-decoder Buffering Delay (ms)
6000

Table 4: PSS application parameters

2.3 Test cases

Different test cases were constructed by varying certain GERAN parameters and streaming bearer implementation options. The PSS application parameters were fixed as described above and only the video packet transmission algorithm was varied for the different test cases:

· Near constant bitrate packet transmission (CBR): The delay between sending consecutive packets is continuously adjusted to maintain a constant channel rate.

Parameter Type
Case#1
Case#2
Case#3
Case#4
Case#5
Case#6
Case#7

Radio conditions
EF
TU3
TU3 
TU3
TU50
TU50 
TU50 

RLC Mode
Non-Ack
Non-Ack
Ack
Ack
Non-Ack
Ack
Ack

RLC SDU Discard Time (ms)
N/A
N/A
N/A
1000
N/A
N/A
1000

Video Packet Transmission 
CBR
CBR
CBR
CBR
CBR
CBR
CBR

Table 5: GERAN and application parameter settings in the CBR test cases

· Variable bitrate packet transmission (VBR): The transmission time of a packet depends solely on the timestamp of the video frame the packet belongs to, thus the video rate variation is directly reflected to the channel.

Parameter Type
Case#8
Case#9
Case#10
Case#11

Radio conditions
EF
EF
TU3
TU3

RLC Mode
Non-Ack
Non-Ack
Ack
Ack

RLC SDU Discard Time (ms)
N/A
2000
N/A
2000

Video Packet Transmission 
VBR
VBR
VBR
VBR

Table 6: GERAN and application parameter settings in the VBR test cases

3 Simulation results

The video sequence used in the simulations was captured at 15 fps at QCIF (176x144) resolution showing a documentary about NASA ©. The video content of the sequence is a combination of different type of scenes with multiple scene cuts. It includes both fast and slow motion content with sometimes large camera movement and also some almost steady shots in between. It can be considered a typical video on demand streaming sequence. 5 minutes long encoded sequences were used in the simulations.

3.1 Interpretation of graphs

The following graphs show how the delay jitter of the video RTP packets sent over a GERAN streaming bearer in the different test cases affects the playout at the streaming client.

The horizontal axis denotes time in seconds; the vertical axis denotes cumulative amount of data in bytes. The playout curve shows the cumulative amount of data that the decoder has processed by a given time from the pre-decoder buffer. The transmitter curve shows the cumulative amount of data sent out by the server at a given time. The receiver curve shows the cumulative amount of data received and placed into the pre-decoder buffer by the streaming client at a given time. The loss points indicate when some packets were detected lost (i.e. not received) by the receiver. The height of a "loss column" equals the number of packets lost in a row times 1000 bytes (this value is chosen arbitrarily, only for the purpose of illustration).

The y-axis difference between the receiver and playout curve shows the amount of data in the pre-decoder buffer at a given time. In case the streaming client performs rebuffering due to pre-decoder buffer underflow and sends a new RTSP PLAY request to request data from a preceding random access point in the stream, some of the already received data in the streaming client might get discarded without playout. In these cases the y-axis difference between the receiver and playout curve also includes the amount of data discarded from the pre-decoder buffer without playout.

The y-axis difference between the transmitter and receiver curve shows the difference in the amount of data that has already been transmitted but not yet received at the receiver at a given time. This shows the cumulative amount of data in the packets that were lost in the GERAN until the given time, plus the amount of data "on the way" in the GERAN (i.e. delayed and/or buffered) at the given time.

3.2 Result analysis

The delay jitter introduced by the traffic smoothing effect of the RLC scheduler and by the use of RLC acknowledged mode has to be limited in order to avoid pre-decoder buffer underflow at the streaming client. The RLC-discard time needs to be chosen such that late arriving packets (i.e. buffer underflows and rebufferings) are avoided, but the number of dropped packets is minimal. 

Test cases #1-#4 and #8-#11 illustrate this tradeoff for the error free and low error rates. In the example, with the chosen initial pre-decoder buffering delay only case #10 led to pre-decoder buffer underflow and thus rebuffering. Test case #11 shows how introducing RLC discard can avoid pre-decoder buffer underflow.

Test cases #5-#7 show how handovers affect the streaming playout. In this case rebuffering could not be avoided, but the number of losses and the amount of "wasted" data sent over the air interface differs for the different cases.
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[image: image1.emf]Case#1 (EF, RLC Non-Ack, No Discard, CBR)
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[image: image2.emf]Case#2 (TU3, RLC Non-Ack, No Discard, CBR)
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[image: image3.emf]Case#3 (TU3, RLC Ack, No Discard, CBR)
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[image: image4.emf]Case#4 (TU3, RLC Ack, Discard=1000ms, CBR)
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[image: image5.emf]Case#5 (TU50, RLC Non-Ack, No Discard, CBR)
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[image: image6.emf]Case#6 (TU50, RLC Ack, NoDiscard,CBR)
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[image: image7.emf]Case#7 (TU50, RLC Ack, 

Discard=1000ms, CBR)
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[image: image8.emf]Case#8 (EF, RLC Non-Ack, No Discard, VBR)
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[image: image9.emf]Case#9 (EF, RLC Non-Ack, Discard=2000ms, VBR)
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[image: image10.emf]Case#10 (TU3, RLC Ack, No Discard, VBR)
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[image: image11.emf]Case#11 (TU3, RLC Ack, Discard=2000ms, VBR)
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