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1. INTRODUCTION

Modern video streaming is subject to one of the main constraints of streaming real-time packet data over cellular networks - the continuous bit rate fluctuation. That is, the bandwidth available for a video stream is constantly varying over time. Furthermore, different network types have different bandwidth fluctuation behavior characteristics. In fact, the available bandwidth can change significantly through short time periods. Hence, it is desirable to exploit the available bandwidth as much as possible.

Currently, there are two main methods to adapt video streaming to varying bandwidth. The “Scalable Video” method makes use of “multiple layers” (e.g., “base layer” and “enhancement layer”) and transmits the appropriate layers together according to the available bandwidth. The “Multi-level Video” method makes use of switching between multiple independent levels of the same video according to the available bandwidth (note there is also “SNR Scalability” that is based on dynamic quantization adjustments).

Each method has its advantages and disadvantages. Scalable Video must have support for multiple layers in the client’s decoder, and this support is not expected to be available by default in many handsets or other software players. It also has problems concerning complex decoder and relatively poor video quality because of the overhead associated with layering. Multi-level Video on the other hand, lacks flexibility and can only switch streams at key frames. This makes it very hard to use in low bandwidth, since key frame interval may be longer than bandwidth variation interval.

Note that the method for detecting and estimating the available bandwidth is outside the scope of this document. There are several mechanisms for this, which may be based on RTCP report analysis or other feedback from various network elements.

2. USING BRIDGING STREAMS

The method presented here uses properly encoded P-frames to switch between multiple independent levels, thus avoiding all the disadvantages mentioned before. It uses the “Bit-Stream Switching” technique mentioned in [ 
 ]. The “Multi-level Video with Bridging Streams” method provides a way to switch between two (or more) independently encoded streams at any point in time, at a single frame resolution, instead of having to wait for a key frame at the “switched to” stream.

Using this method, we create a “bridging stream”, between every two independently encoded streams. For example, let us call the first encoded stream “stream A” and the second encoded stream “stream B”. Now, each frame in the bridging stream at time t, represents the difference frame (P-frame) between a source frame from stream A and a target frame from stream B at time t. This way we construct the bridging stream from stream A to stream B. The same way, a stream representing a bridging stream from stream B to stream A can be created (by exchanging the source and the target). In a situation where several independently encoded streams exist, a bridging stream can be created between each selected pair of streams.

It should be noted that any frame in the bridging stream may be created/coded either offline or in real-time, for use by VOD (Video On Demand) application as well as in live broadcast.

In the following example, let’s assume a situation in which a server transmits a video stream to a client. In the beginning it uses frames from stream A. At some point of time, the bandwidth adaptation logic decides to switch into stream B. At that point, a frame from the bridging stream is transmitted to the client, immediately followed by frames from stream B as illustrated in Figure 1 below. This process is repeated each time a stream is switched (for example at a later time there may be a switch to stream C and later perhaps a switch back to stream A).
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Figure 1 – An example of using a bridging stream

The resultant “mixed stream” is viewed by the decoding mechanism at the client as a single independent stream (i.e., client interoperability is preserved). Note also that this method is applicable for any CODEC that uses inter-frame coding (e.g., MPEG-1, MPEG-2, MPEG-4, H.263, etc.).

3. ADVANTAGES

While technically it is possible to support all the bandwidth adaptation methods mentioned above, below are some advantages of the “Multi-level Video with Bridging Streams” method, compared with “Scalable Video” (enhancement layers) and the “MPEG-4 Visual Simple Scalable Profile” in particular:

· There is no standard Scalable Video solution according to the current 3GPP Technical Specifications 26.234 Release 4.

· MPEG-4 Visual Simple Scalable Profile enables only a single (spatial or temporal) enhancement layer according to the MPEG-4 standard. Scalability of more than two different bit rates cannot be achieved according to the MPEG-4 standard using this profile.

· The multi-level method is transparent to the client. 3GPP TS 26.234 Release 4 standard compliant terminals are able to accept, decode and display scalable content this way, even though the specification was not meant to enable this capability. The bit stream received by the terminal is similar to a single bit rate bit stream. This greatly enhances interoperability and reduces client complexity.

· The enhancement layer mechanism causes image quality degradation of about 20% due to the overhead of the enhancement logic and the dependency between the layers. For example, assuming a base layer of 10kbps and an enhancement layer of an additional 30kbps, the overall combined 40kbps of data degrades image quality, when compared to a single non-scalable (simple profile) layer at 40kbps.

· Using the multi-level method is applicable for any video CODEC that is using the frame prediction technique. For example, it is applicable for H.263 baseline as well, although this H.263 profile does not originally include a scalability option. This is a key issue in order to comply with the 3GPP TS 26.234.

The following tables summarizes the advantages and disadvantages of all methods:

	
	Scalable Video
	Multi-level Video
	Multi-level Video with Bridging Streams

	Client interoperability
	---
	+++
	+++

	Quick adaptation
	+++
	---
	+++

	Simple to implement
	---
	+++
	+++

	Quality per bandwidth
	---
	+++
	+++

	Wide CODEC support
	---
	+++
	+++

	Storage requirements
	+++
	---
	---


Note that the issue of “storage requirements” can be tackled by dynamically creating “bridging points” in real-time where needed (as explained above), rather than creating the complete bridging streams.

4. PERFORMANCE ISSUES

As already mentioned above, quality per bandwidth using the multi-level method have the advantage of switching between independent streams, exercising better image quality per same bandwidth.

This is demonstrated by Figure 2 below, where the “Foreman” video has been tested under the multi-level method with a bridging stream, to enable a switch from one stream (represented in green color) encoded with quantization of 20 into another stream (represented by the blue color) encoded with quantization of 10 (no rate control). The test was done for QCIF using 10 FPS.
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Figure 2 – Testing with the multi-level method using a bridging stream

In this figure, the horizontal axis represents the progression of frames, while the vertical axis measures the PSNR. Though there are no key frames involved (except for the very first one), there is a switch to the higher quality stream around frame 55. The mixed stream received by the client (represented by the red color) shows total quality merge with the original higher quality stream.

5. SUMMARY

The “multi-level with bridging streams” method merges the best of both worlds. It enables the interoperability and the simplicity of the traditional “multi-level” method, combined with the quick bandwidth adaptation of the “scalable video” method.

We believe that this is a good way to overcome the problems of fluctuating bandwidth over cellular networks, and at the same time comply with 3GPP standards and maintain the highest possible quality of multimedia streaming.
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