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The ETSI STQ-Aurora DSR Working Group would like to bring its work to the attention of 3GPP TSG-S4.

ETSI STQ-Aurora is a collaborative activity to establish global standards for Distributed Speech Recognition (DSR). In a DSR architecture the recogniser front-end is located in the terminal and is connected over a data network to a remote back-end recognition server. The principle of DSR is to encode speech parameters in a manner that emphasises recognition performance rather than perceptual audio quality. Reference 1 gives a more detailed overview of DSR and the work of Aurora.

ETSI STQ-Aurora believes DSR will have a significant impact in enabling speech interfaces to mobile terminals as it allows the computationally intensive recognition to be performed at a remote server with negligible loss in performance.  

The first DSR standard for the front-end and compression was published by ETSI in Feb 2000 [2] and an advanced standard that will give improved performance in background noise is now being developed.

The types of services include those that are voice only, for example, automatic speech access to information.

A new range of multi-modal applications is also envisaged incorporating different modes of input and speech and visual output.

A sub-group called DSR Applications & Protocols has been formed to address the issues of implementing complete end-to-end DSR services using these front-end standards. It is active in defining the necessary protocol elements, system architecture, API, etc. The approach being taken is to use existing or emerging protocols and standards whenever possible to enable speech interfaces to mobile applications using DSR.

It is anticipated that DSR applications will be based on the IETF packet protocols using RTP (Real Time Protocol), SDP (Session Description Protocol) and SIP (Session Initiation Protocol). We believe that this is in line with 3GPP TSG- S4’s approach to the development of packet switched streaming services.

STQ-Aurora would like to enquire of 3GPP TSG-S4 whether it feels that DSR is of interest, and if so what method of working would be most appropriate for progressing the work?
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Annex 1

The following sections give some further background on the thinking within the DSR Applications & Protocols sub-group.

DSR concept

A typical distributed speech recognition system consists of two functional parts: a Front-End (FE) and a Back End (BE) (see Fig. 1).

The Front-End transforms digitised speech into a stream of feature vectors. These vectors are then sent to the Back-End of a data transport which could be wireless or wireline. The recognition engine of the Back-End matches the sequence of input feature vectors with references and generates a recognition result.

While it is possible to imagine having a local speech recogniser on future mobile devices at present this would be a substantial additional cost due to processing power and memory restriction in current mobile devices. This can be overcome by placing the computational and memory intensive parts at a remote server. DSR both reduces the bandwidth requires and overcomes the distortion coming from the transmission errors over the cellular network.

The performance advantage of DSR against voice coding has been demonstrated both for circuit data [see 1] and packet data transmission [3]. In [3] for example shows a simulation of Voice Recognition over IP using a random error pattern and an error concealment strategy based on polynomial interpolation. The result from this investigation is that the voice recognition over IP using the DSR track 1 (8 kHz implementation on PC) feature extraction has a significant improvement compared to recognition behind a voice coding. At 50% packet lost only 3% recognition reduction was observed using DSR compared to 63% recognition reduction for using a G723.1 codec.
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Fig.  1 Front - Back End split
Multi-modal applications

Multi-modality stands for visual or acoustical output and speech or key input. Dependent on the user environment car, office, etc. it could be more convenient to use speech or keypad for the input of a command.

W3C ‘Voice Browser Group‘ is establishing a new W3C workgroup to define a Multi-Modal mark-up language. Speech recognition is one mode for the multi-modality and DSR will give a very good speech recognition rate to support these applications. W3C and Aurora will work closely to define the multi-modal browser architecture.

To reach this aim Aurora will develop user scenarios for exemplar multi-modal applications that have been grouped as follows:

· Transactions based applications (stock transaction) 

· Information Access applications (voice navigation of maps, Interactive Voice Response, info-phone, i.e. flight, weather, news, movies) and 

· Information capture applications (dictation and form filling)

These applications will enable the identification of requirements for DSR services and the protocols to support them. For defining a protocol suite for DSR we have to select or enhance existing protocols to support the following:

· Signalling (e.g. connection establishment, negotiation of terminal preferences, status),

· Data transfer (e.g. real-time transfer of speech vectors, encoded speech, decoded speech),
· Control for Applications.
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Fig.  2 Information exchange between client and server

It is anticipated that DSR applications will be based on the IETF packet protocols using RTP (Real Time Protocol), SDP (Session Description Protocol) and SIP (Session Initiation Protocol). We believe that this is in line with 3GPP TSG- S4’s approach to the development of packet switched streaming services.

 The 3G TS 26.234 V1.0.0 (2000-12) describes the functional components of a 3GPP Packet Switched Mobile Streaming Terminal. To this system description one possibility is to add the Distributed Speech Recognition front-end processing (DSR-Processing) as shown in figure 3.
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Fig.  3 Possible DSR extension to 3GPP PSS
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