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[bookmark: _Toc28963][bookmark: _Toc175338113]4.3.5.4	Supporting Information
4.3.5.4.5	Typical Quality Criteria 
4.3.5.4.5.1	Objective Metrics
MPEG WG7 proposes two methods for dynamic mesh evaluation:  one based on the well-known D1/D2 metric used in point cloud compression (point-based metric), and another one based on evaluation of projected images (image-based metric) Annex B [DM-10]. Both methods are implemented in the mpeg_pcc_mmetric software which is available on the MPEG GIT [DM-18].
For point-based metric, it directly uses the raw data from the reference and distorted meshes to extract features and predict quality. It includes two steps, as shown in Figure 4.3.5.4.5.1-1. First, the input meshes are sampled to be converted into their respective point cloud representations. Second, with the sampled surface point clouds, point cloud objective metrics D1/D2, Y-PSNR, and PCQM are calculated to assess quality. According to experimental results [DM-11], the point-based metrics (particularly PCQMP) show high performance in dynamic mesh quality assessment and do not need rendering. However, these metrics heavily rely on mesh sampling step, which requires dense sampling to achieve accurate results. This can be computationally intensive and significantly increase processing time.
Figure 4.3.5.4.5.1-1: Point-based method for mesh evaluation


For image-based metric as shown in  Figure 4.3.5.4.5.1-2, the reference and the distorted meshes are rendered for multiple view directions , using an orthographic projection. The images obtained from the rendering of reference and distorted models are then compared using some adapted image MSE/PSNR metrics The results are averaged over a set of view directions for the frame and over the frames of the sequence. According to experimental results [DM-11], projecting dynamic mesh into colored image and then applying metrics like rgbpsnr and yuvpsnr is more effective than only capturing depth information to use geopsnr. In addition, increasing the number of projected images improves the stability of image-based metrics but also leads to a higher calculation complexity.
Figure 4.3.5.4.5.1-2: Image-based method for mesh evaluation

[image: Diagram

Description automatically generated]
Editor’s Note: Other objective metrics for dynamic mesh evaluation may be added.
4.3.5.4.5.2	Subjective Evalution
There are two prevalent methods to rendering dynamic mesh samples for subjective evaluation: 2D video-based and VR-based methods. 
For video-based subjective evaluation [DM-12] [DM-13], it uses a 2D monitor to display dynamic meshes with compression and surface noise distortions, and refer to ITU-R BT.500 [DM-14] and ITU-T P.910 Recommendations [DM-15] to conduct the subjective experiment. MPEG describes a video-based subjective evaluation in Annex D of [DM-1]. The associated renderer is available on the MPEG Git [DM-19].
For VR-based subjective evalution, although there is a lot of academic research to explore the principles of the subjective experiment in a VR environment [DM-16], a standardized protocol has yet to be established. This remains an ongoing effort within ITU-T SG12/Q7 P.IntVR [DM-17].
 Editor’s Note: Other subjective methods for dynamic mesh evaluation may be added.

image1.png
SN NS,

heeg

Tl

" e,

Reference
Mesh

e
{i

5

Compressed
Mesh

PNG
YUV
BGR

PNG
YUV
BGR

Surface
Sampling

Surface

Sampling

Reference

Point  ———

Cloud

Compressed
Point
Cloud

D1-PSNR
D2-PSNR
Y-PSNR
PCQM




image2.png
vd1

RefColor.  RefMask. RefDepth:

vds

:

DisColor.  DisMask.  DisDepth:

j!





