3GPP TSG-SA Codec Working Group
TSGS4#12(00)489

TSG-S4#13: October 23-27, 2000, Osaka, Japan



Source:
Matsushita

Title:
Presentation Layout, Synchronisation and File Format

Document for:
Discussion 

Agenda Item:
End-to-End Packet Switched Mobile Streaming Applications

1. Introduction

During the past discussions on end-to-end PS mobile streaming applications the scope of this work item was (provisionally) set to include a basic set of streaming control protocols, transport protocols, media codecs, presentation layout and support for basic end-to-end quality of service.  Additionally the need for defining a file format was raised.

This document aims to initialise a discussion on the aspects of presentation layout, synchronisation and file format. All these aspects are somewhat related and hence should be discussed in one context. 

2. Streaming architecture (the ‘context’)

As a basis for the following discussions the following architecture is suggested:
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Figure 1: Streaming Architecture

In the content creation subsystem the content is captured and encoded in a compressed media format. For on-demand (non-live) delivery applications the content is stored in the content storage, which is usually part of the content server. The content server is one end point for the end-to-end streaming application, which performs the required streaming control and transport protocols and possibly other functions. The other end-point is the wireless terminal (streaming client). The network between the server and client is the IP network (Internet) and the UMTS network.

Additional components like portals, caching servers and proxies might be involved as well in streaming applications, but are not seen as relevant for the purposes of the discussions contained in this document.

The architecture above does not define the mapping of above components (content creation, storage and server component) to any company or organisation (content provider, operator) providing the streaming service. A possible option is that the content creation system and the content server belong to different organisations.

3. Presentation layout and synchronisation 

In general a multimedia streaming content is a composition of multiple different media types. Typical applications are combined audio and video streaming (e.g. video clip), but may also include applications with integrated text, graphics or images.

What is required for this kind of streaming applications are means for describing the temporal and spatial relation (in other terms composition or scene description) between the various multimedia objects. 

Open issues for discussion:

· Which component in the streaming architecture (Fig. 1) defines the presentation layout and synchronisation of a multimedia stream? The content creation or the content server or both? 

· Does the content server needs to be able to modify (i.e. re-arrange) the scene description?

Possibly the content provider arranges a combined audio and video stream, but the operator or the end-user want only one component to be delivered. Another example is the insertion of adds into the stream after the content has been created. 

· Is the scene description information stored together with the media data (s. chapter 4) or stored in separate file?

· How is the scene description information transmitted to the client?

· What are (if any) the requirements on the tools for production and editing?

· Are the multimedia objects delivered from the same point or from different places?

4. File Format

To enable a 3GPP streaming service where content providers encode content once and multiple operators are able to offer and stream on-demand the same content to their customers a standardised file format is required.  Such a file format is possibly different from the format of the file that is actually streamed to the client, i.e. the content server could perform format (no audio/video!) transcoding and needs to include all the meta data (e.g. author, title, hint tracks, etc.) which are required for the latter streaming. 

Open issues for discussion:

· Do we need to define (standardise) a file format?

To enlarge the amount of content, which can be used for different content servers (different operators), a standardised file format for content provisioning might be required.

· What is the format of the file? 

· How and what kind of meta data is included in the file?

· What are the other requirements on the file format?

5. Summary

In this document a typical architecture for a multimedia streaming was presented. Based on this architecture the general requirement for presentation layout and synchronisation components and for defining a file format for multimedia streaming have been identified. 

However to provide useful proposals and find good solutions for the standardisation of these components further clarification on the usage and functional requirements need to be decided. 

We would like to encourage such kind of discussion and seek for guidance on above questions. 
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