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1.
Introduction

This document provides information on Ericsson’s AMR wideband proposal according to the selection deliverables [1]. Section 2 gives a high-level overview of the AMR wideband proposal. In section 3, a description is given of the speech codec including bad frame handling and VAD/DTX/CNG. Section 4 provides a description of the channel coding solutions for GSM-TCH/F, CS-EDGE-TCH/F, CS-EDGE-TCH/H and WCDMA channels. Section 5 describes link adaptation and codec mode control for GSM-TCH/F.

2. High level description of the AMR wideband proposal

The AMR wideband proposal follows the structure of the AMR narrowband standard. The wideband coder is a multi-rate coder with associated channel coding for GSM and 8PSK EDGE channels. When used in UMTS, the generic radio bearer toolbox is used to configure appropriate channel coding functions. For the case of GSM/TCH-F as well as CS-EDGE-TCH/F, CS-EDGE-TCH/H usage, the dedicated channel coding is provided in the proposal. 

The overall AMR-WB system, when used for GSM TCH-F, is identical to the AMR system. The block diagram of the TRAU, BTS and MS is reproduced from ETSI GSM 05.09 [2] in Fig 1.
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Figure 1
High level AMR wideband block diagram 
3
Speech encoder and decoder

3.1
General structure

The speech codec is built on an AMR based platform of Algebraic Code Excited Linear Prediction (ACELP) technology. The multi-rate modes consist of scaled versions of the fundamental building blocks as well as novel functions for improved wideband speech quality. The frame length of all codec modes is 20 ms, and the look-ahead is 5 ms.

The codec comprises modes operating at the following bit rates: 7.55, 8.8, 10.4, 11.8, 12.6, 14.4, 16.0, and 24.0 kbps.

3.1.1
Wideband speech encoder

The wideband speech codec is based on the code-excited linear predictive (CELP) coding model. 

The CELP speech synthesis model with an additional module, which is used to perceptually enhance the excitation, is shown in Figure 2. The excitation signal at the input of the short‑term LP synthesis filter is constructed by adding two excitation vectors from adaptive and fixed (algebraic) codebooks. The speech is synthesized by feeding the two properly chosen vectors from these codebooks through the short‑term synthesis filter. The optimum excitation sequence in a codebook is chosen using an analysis‑by‑synthesis search procedure in which the error between the original and synthesized speech is minimized according to a perceptually weighted distortion measure. 

The perceptual weighting filter used in the analysis‑by‑synthesis search is similar to the one used in the AMR narrowband codec.
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Figure 2 Block diagram of the speech encoder.

The coder operates on speech frames of 20 ms corresponding to 320 samples at the sampling frequency of 16 000 sample/s. At each 320 speech samples, the speech signal is analyzed to extract the parameters of the CELP model (LP filter coefficients, adaptive and fixed codebooks' indices and gains). These parameters are encoded and transmitted. At the decoder, these parameters are decoded and speech is synthesized by filtering the reconstructed excitation signal through the LP synthesis filter.

The signal flow at the encoder is shown in figure 2. LP analysis is performed once per frame for all modes. The LP parameters are converted to line spectrum pairs (LSP) and vector quantized using split vector quantization (SVQ) with between 33-40 bits depending on the mode. 

The speech frame is divided into 4 subframes of 5 ms each (80 samples). The adaptive and fixed codebook parameters along with excitation enhancement information are transmitted every subframe. An open‑loop pitch lag is estimated in every other subframe based on the perceptually weighted speech signal. 

Then the following operations are repeated for each subframe:


The target signal 

 is computed by filtering the LP residual through the weighted synthesis filter 

 with the initial states of the filters having been updated by filtering the error between LP residual and excitation (this is equivalent to the common approach of subtracting the zero input response of the weighted synthesis filter from the weighted speech signal).


The impulse response, 

 of the weighted synthesis filter is computed.


Closed‑loop pitch analysis is then performed (to find the pitch lag and gain), using the target 

 and impulse response 

, by searching around the open‑loop pitch lag. Fractional pitch with 1/3rd of a sample resolution is used.


The target signal 

 is updated by removing the adaptive codebook contribution (filtered adaptive codevector), and this new target, 

, is used in the fixed algebraic codebook search (to find the optimum excitation).

The gains of the adaptive and fixed codebook are vector quantified with 6-8 bits (with moving average (MA) prediction applied to the fixed codebook gain).


An additional module is used to perceptually enhance the excitation. 


Finally, the filter memories are updated (using the determined excitation signal) for finding the target signal in the next subframe.

3.1.2
Wideband speech decoder

A block diagram of the the decoder is shown in Figure 3. At the decoder, based on the chosen mode, the transmitted indices are extracted from the received bitstream. The indices are decoded to obtain the coder parameters at each transmission frame. These parameters are the LSP vectors, the fractional pitch lags, the innovative codevectors, the pitch and innovative gains and the excitation enhancement data. The LSP vectors are converted to the LP filter coefficients and interpolated to obtain LP filters at each subframe. Then, at each 80-sample subframe:

· the excitation is constructed by adding the adaptive and innovative codevectors scaled by their respective gains;

· the excitation is perceptually enhanced

· the speech is reconstructed by filtering the excitation through the LP synthesis filter.

· the synthesized speech signal is perceptually improved by applying an adaptive post filter
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Figure 3 Block diagram of the speech decoder.

3.1.3 VAD

The function of the VAD algorithm is to indicate whether each 20 ms frame contains signals that should be transmitted, i.e. speech, music or information tones. The output of the VAD algorithm is a Boolean flag (VAD_flag) indicating presence of such signals.

The proposed VAD algorithm is based an narrowband AMR VAD option 1 (VAD1), see GSM 06.94 [3]. 

3.1.3.1 Functional description

The block diagram of the VAD algorithm is depicted in figure 4. The VAD algorithm uses parameters of the speech encoder to compute the Boolean VAD flag (VAD_flag). Samples of the Input frame (s(i)) are first low-pass filtered and subsampled at 8 kHz. The subsampled signal ssub is divided into sub-bands and the level of the signal in each band (level[n]) is calculated. Input for the pitch detection function are open-loop lags (T_op[n]), which are calculated by open-loop pitch analysis of the speech encoder. The pitch detection function computes a flag (pitch) which indicates presence of pitch. Tone detection function calculates a flag (tone), which indicates presence of an information tone. Tones are detected based on pitch gain of the open-loop pitch analysis The pitch gain is estimated using autocorrelation values (t0 and t1) received from the pitch analysis.  Complex Signal Detection function calculates a flag (complex_warning), which indicates presence of a correlated complex signal such as music. Correlated complex signals are detected based on analysis of the correlation vector  available  in the open-loop pitch analysis.The VAD decision function estimates background noise levels. The intermediate VAD decision is calculated based on the comparison of the background noise estimate and levels of the input frame (level[n]). Finally, the VAD flag is calculated by adding hangover to the intermediate VAD decision.
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Figure 4: Simplified block diagram of the VAD algorithm

3.1.4 CNG

The comfort noise evaluation algorithm uses recent LSF parameter vectors and logarithmic frame energy values from the AMRWB speech encoder. The algorithm computes the following parameters to assist the comfort noise generation:

-
an averaged LSF parameter vector [image: image5.wmf]f

mean

 ;

-
an averaged logarithmic frame energy 

.

These parameters give information on the level (

) and the spectrum ([image: image6.wmf]f

mean

) of the background noise.

The evaluated comfort noise parameters ([image: image7.wmf]f

mean

 and

) are encoded into a special frame, called a Silence Descriptor (SID) frame for transmission to the RX side.

A hangover logic is used to enhance the quality of the silence descriptor frames. A hangover of 7 frames is added to the VAD flag so that the coder waits with the switch from active to inactive mode for a period of 7 frames, during that time the decoder can compute a silence descriptor frame from the quantized LSFs and the logarithmic frame energy of the decoded speech signal. Therefore, no comfort noise description is transmitted in the first SID frame after active speech. If the background noise contains transients which will cause the coder to switch to active mode and then back to inactive mode in a very short timeperiod, no hangover is used. Instead the previously used comfort noise frames are used for comfort noise generation.

The first SID frame also serves to initiate the comfort noise generation on the receive side, as a first SID frame is always sent at the end of a speech burst, i.e., before the radio transmission is terminated.

The scheduling of SID or speech frames on the radio path is described in GSM 06.93 [4].

3.1.3.1
SID-frame encoding

A set of comfort noise parameters consists of a coded LSF parameter vector [image: image8.wmf]f

mean

 and a coded logarithmic frame energy 

. The LSF parameter vector is coded with 29 bit by using memoryless split VQ. The energy parameter is encoded with 6 bits using memoryless scalar quantisation.

The encoding of the resulting 35 comfort noise bits in a SID frame is compatible to the SID frame format described in GSM 05.03 [5].
3.1.5 DTX

The DTX method for the AMRWB codec follows standard GSM 06.93 [4]. 

3.1.6 Bad frame handling

The purpose of frame substitution is to conceal the effect of lost frames. The purpose of muting the output in the case of several lost frames is to indicate the breakdown of the channel to the user and to avoid generating possible annoying sounds as a result from the frame substitution procedure. Based on the CRC evaluated in the channel decoder frames can be marked as bad by using the BFI. This flag triggers the action of the bad frame handling.

Analogic to the bad frame handling in AMR narrowband (GSM 06.91 [6]), substitution and muting is based on a state machine with seven states.

The functionality of the bad frame handling is as follows:

· If no error is detected in the received or in the previous received speech frame, the received speech parameters are used in the normal way in the speech synthesis. The current frame of speech parameters is saved.  

· If no error is detected in the received speech frame, but the previous received speech frame was bad, the LTP gain and fixed codebook gain are limited below the values used for the last received good subframe. The current frame of speech parameters is saved. 

· If an error is detected in the received speech frame, the substitution and muting procedure is started. The LTP gain and fixed codebook gain are replaced by attenuated values from the previous subframes. The higher the state value is, the more the gains are attenuated. The past LSFs are shifted towards their mean. The LTP-lag values are replaced by slightly modified values based on the last correctly received value. Proper actions are taken for the excitation enhancement parameters. The received fixed codebook innovation pulses from the erroneous frame are always used in the state in which they were received when corrupted data are received.
3.1.6.1
Substitution and muting of lost SID frames

In the speech decoder a single frame classified as SID_BAD is substituted by the last valid SID frame information and the procedure for valid SID frames be applied. 

4
Channel coding

4.1
TCH-F channel coding
All channel coding schemes share the same basic structure. The speech parameters are sorted according to sensitivity, and divided into three classes, class 1A, class 1B and class 2, for subsequent unequal error protection. The most sensitive bits (class 1A) are protected by a CRC code. Class 1A and class 1B are convolutionally encoded using recursive systematic convolutional codes. Puncturing is applied to match the rate. The constraint length used by all modes except that operating at 7.55 kbps is 5. That mode uses channel coding with a constraint length of 7. Existing GSM 05.03 polynomials are used [5]. Traditional hard output Viterbi decoding is applied in the channel decoder. A number of 8 gross bits per frame is left for the inband channel, on which link adaptation and codec mode control data is transmitted.   

The interleaving depth used for the AMR FR channel is the same as currently used in TCH-F, i.e. interleaving over 8 TDMA bursts.

4.2 CS-EDGE-TCH/F and CS-EDGE-TCH/H channel coding

All channel coding schemes share the same basic structure. The speech parameters are sorted according to sensitivity, and divided into three classes, class 1A, class 1B and class 2, for subsequent unequal error protection. The most sensitive bits (class 1A) are protected by a 6 bit CRC code. Class 1A and class 1B are convolutionally encoded using recursive systematic convolutional codes. Puncturing is applied to match the rate. The constraint length used by all modes is 7. Existing GSM 05.03 polynomials are used (G4 – G7) [5]. Traditional hard output Viterbi decoding is applied in the channel decoder. A number of 24 gross bits (CS-EDGE-TCH/F), respectively, 12 gross bits (CS-EDGE-TCH/H) per frame is left for the inband channel, on which link adaptation and codec mode control data is transmitted.   

The interleaving depth used for the FR channel is 8 TDMA bursts, for the HR channel 4 TDMA bursts.

4.3 WCDMA channel coding

No channel coding for WCDMA channels was done. The speech coding bits are sorted according to sensitivity and directly fed to the WCDMA error insertion device.

5
Link adaptation and mode control for TCH-F

The exact same link adaptation, channel quality measurement and control signaling as for AMR narrowband is used, GSM 05.03, GSM05.09.
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