

3GPP TSG SA WG4 Meeting # 127-bis-e	S4-240581
eMeeting,  8th - 12th  April 2024                       
	CR-Form-v12.2

	pseudo CHANGE REQUEST

	

	
	26.565
	CR
	· 
	rev
	-
	Current version:
	1.1.0
	

	

	For HELP on using this form: comprehensive instructions can be found at 
http://www.3gpp.org/Change-Requests.

	



	Proposed change affects:
	UICC apps
	
	ME
	X
	Radio Access Network
	
	Core Network
	X



	

	Title:	
	[SR_MSE] Editorial corrections

	
	

	Source to WG:
	Nokia

	Source to TSG:
	S4

	
	

	Work item code:
	SR_MSE
	
	Date:
	3rd Apr 2024

	
	
	
	
	

	Category:
	B
	
	Release:
	Rel-18

	
	Use one of the following categories:
F  (correction)
A  (mirror corresponding to a change in an earlier 													release)
B  (addition of feature), 
C  (functional modification of feature)
D  (editorial modification)
Detailed explanations of the above categories can
be found in 3GPP TR 21.900.
	Use one of the following releases:
Rel-8	(Release 8)
Rel-9	(Release 9)
Rel-10	(Release 10)
Rel-11	(Release 11)
…
Rel-16	(Release 16)
Rel-17	(Release 17)
Rel-18	(Release 18)
Rel-19	(Release 19)

	
	

	Reason for change:
	Editorial changes and fixes

	
	

	Summary of change:
	1. Completion of call flow description in 5.2.2.
2. Terminology correction in A.2.1
3. Other minor typographical errors

	tr
	

	Consequences if not approved:
	TS may lack clarity

	
	

	Clauses affected:
	5.2.2, A.2.1

	
	

	
	Y
	N
	
	

	Other specs
	
	X
	 Other core specifications	
	TS/TR ... CR ... 

	affected:
	
	X
	 Test specifications
	TS/TR ... CR ... 

	(show related CRs)
	
	X
	 O&M Specifications
	TS/TR ... CR ... 

	
	

	Other comments:
	

	
	

	This CR's revision history:
	N/A




 








1. Introduction

A. The current text in annex A.2 conflates foveated rendering with foveated video encoding. In academic literature, foveated rendering is used in the context of rendering engines and rendering pipelines, while foveated encoding/foveated video encoding is used in the context of video encoding pipelines [1]. 



	[bookmark: _Hlk148990829]Change 1



[bookmark: _Toc152689646]5.2.2	Call flow for Split Rendering session setup
The split rendering operation can be described by the as depicted in the call flow in the Figure 5.2.2-1.


[bookmark: MCCQCTEMPBM_00000097]Figure 5.2.2- 1 High-level call flow for split rendering session setup and operation
The steps are:
1. [bookmark: MCCQCTEMPBM_00000122]The Presentation Engine discovers the split rendering server and sets up a connection to it. It provides information about its rendering capabilities and the XR runtime configuration, e.g the OpenXR configuration may be used for this purpose.
2. [bookmark: MCCQCTEMPBM_00000123]In response, the split rendering server creates a description of the split rendering output and the input it expects to receive from the UE.
3. [bookmark: MCCQCTEMPBM_00000124]The Presentation Engine requests the buffer streams from the MAF, which in turn establishes a connection to the split rendering server to stream pose and retrieve split rendering buffers.
4. [bookmark: MCCQCTEMPBM_00000125]The Source Manager retrieves pose and user input from the XR runtime.
5. [bookmark: MCCQCTEMPBM_00000126]The Source Manager shares the pose predictions and user input actions with the split rendering server.
6. [bookmark: MCCQCTEMPBM_00000127]The split rendering server uses that information to render the frame.
7. [bookmark: MCCQCTEMPBM_00000128]The rendered frame is encoded and streamed down to the MAF.
8. The MAF decodes and processes the received frame
9. The MAF passes the decoded frame to the Scene Manager which passes it to the XR Runtime
10. The XR runtime composes and renders the frame onto the display


	Change 2


[bookmark: _Toc152689685][bookmark: MCCQCTEMPBM_00000040]A.2	Guidelines for Split Rendering MSE Implementers
[bookmark: _Toc152689686][bookmark: MCCQCTEMPBM_00000041]A.2.1	Guidelines for implementers of the Split Rendering Server
If the use of eye gaze tracking is activated, the SRS may use this confidence information to perform gaze-based optimizations like foveated rendering and foveated video encoding. In foveated rendering, the rendering engine renders areas of a picture with higher quality than others to match the user’s current gaze, while in foveated video encoding areas of the picture are encoded with a higher SNR quality than other areas, to match the user’s current gaze.
With gaze predictions, the SRS should create an importance map for the picture based on the confidence values associated with the gaze predictions. Additionally, the SRS may also use other information to produce the importance map, such as content Regions of Interest, type of the experience being rendered for example, game genre, and device type of the SRC. 
A low confidence score may indicate that the estimation on the device is not adequate. In this case the server can try to re-estimate the pose and gaze prediction prior to rendering and encoding. 
For foveated encoding Tthis importance map is passed to the encoder to properly allocate bits for the encoding of the picture. 
For foveated rendering, the SRS or the rendering engine in the SRS may similarly create an importance map to use to differentially allocate rendering resources for a frame.
When both foveated rendering and foveated encoding is used, the importance map used for rendering should take into account the importance map used for encoding and vice-versa.
	Change 3



C.1.2.2.3	Metadata Formats
XR-Pose-Cap 1: the SRC shall be able to retrieve one or more pose predictions for each view and for every frame to be rendered. The pose prediction  predication shall be formatted according to clause 8.2.2.2.
XR-Pose-Cap 2: the SRC shall be able to retrieve and collect the user actions that occurred during an identified time interval. The action information shall be formatted according to clause 8.2.2.3.
	Change 4



[bookmark: _Toc152689710][bookmark: MCCQCTEMPBM_00000065]C.1.3.2.3	Metadata Formats
XR-Pose-Cap 1: the SRC shall be able to retrieve one or more pose predictions for each view and for every frame to be rendered. The pose prediction predication shall be formatted according to clause 8.2.2.2.
XR-Pose-Cap 2: the SRC shall be able to retrieve and collect the user actions that occurred during an identified time interval. The action information shall be formatted according to clause 8.2.2.3.
	Change 5



[bookmark: _Toc152689719][bookmark: MCCQCTEMPBM_00000074]C.1.4.1	General
In response to the Split Rendering Configuration message, the SRS shall reply with a description of the rendering format. 
The rendering format description shall be a compliant glTF 2.0 [2] file. The file may include references to the buffer streams that contain the components of the rendered media. 
Both SRS and SRC shall comply with the SD-Rendering-Ext1 capability as defined in TS26.119 [4].
In addition, both SRS and SRC shall support for referencing WebRTC RTP streams and data channels as described in [3]. 
An SRC that complies with the 3D Pixel Streaming profile shall support the 3GPP_node_prerendered extension as defined in C.1.4.2.

	End of Changes




2 . Proposal
We propose to implement the changes above in the draft TS.
3 . References
[1] Illahi, G. K., Siekkinen, M., Kämäräinen, T., & Ylä-Jääski, A. (2021, July). Foveated streaming of real-time graphics. In Proceedings of the 12th ACM Multimedia Systems Conference (pp. 214-226).

 Contact: Gazi Illahi, Serhan Gül, Saba Ahsan, Igor Curcio, Nokia Technologies, Finland. Emails: ífirstname.lastnameý@nokia.com; 
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