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1 Introduction

During SA4#118e the Work Item on “IMS-based AR Conversational Services” was agreed in S4-220513 and afterwards approved in by SA plenary SA#96 in SP-220668 under the acronym “IBACS”

The objective of this work item is to create a new specification for IMS-based AR conversational services. The features for RTP-based real-time communication, which can be used by IMS and non-IMS (AR) conversational services, will be specified in another new specification (as part of the 5G_RTP work). The relevant features and functional components specified for MTSI in TS 26.114 will be referenced and/or enhanced, if required.

More specifically, this work item aims to conduct normative work to specify the following aspects:
O1. Terminal architectures for standalone, edge-assisted, and wireless tethered UEs integrated with an MTSI client (as defined in TS 26.114).

NOTE1.1: The work done for FS_5GSTAR [and the result of Rel-18 WI MeCAR] should be taken into consideration. Work on tethered UEs heavily depends on SmarTAR, thus any work on tethered UEs in IBACS will be aligned on the readiness and timeline of SmarTAR.
O2. IMS session setup, control, and capability negotiation procedures for traditional and AR media supporting multiple device-types in one IMS communications session.

NOTE2.1: This relates to the potential normative work identified in TR 26.998 (5GSTAR): “Conversational AR services require real-time communication both in the downlink and in the uplink” & “A protocol stack and content delivery protocol for real-time communication based on RTP” & “A common session and connection establishment framework, with instantiations based on SIP and SDP for IMS”
O3. Real-time transport of traditional as well as AR media, scene description, and metadata via IMS media path including Data Channel. Transport can be either one-way or bi-directional.
NOTE3.1: With the term AR media we refer to AR media as defined in Section 4.4 in 26.998 (including volumetric media).

NOTE3.2: Media capabilities will be defined in MeCAR and subsequently integrated/adopted in IBACS. 

NOTE3.3: RTP-based media transport will be defined in 5G_RTP and subsequently integrated/adopted in IBACS.

NOTE3.4: This relates to the potential normative work identified in TR 26.928 (5GXR): “Support of static/dynamic 3D objects’ formats and transport for real-time sharing” Further this relates to the identified potential normative work in TR 26.998 (5GSTAR): “Social XR Components – Merging of avatar and conversational streams to original media (e.g., overlays, etc.)”
[Editor’s Note: IBACS will support conversational AR applications that can be downloaded via IMS data channel or made available on a UE by other means]

O4. Support of spatial descriptions needed to support spatial computing (as per TR 26.998) for conversational IMS communications.
NOTE4.1: This objective is subject to the conclusion of FS_5GSTAR and will be based on the spatial descriptions that will be defined in MeCAR. 
NOTE4.2: This relates to the potential normative work identified in TR 26.928 (5GXR): “6DOF metadata framework and a 6DOF capable renderer for immersive voice and audio.” & “Proper annotation and metadata for each object to place it into scene.” & “Description and rendering of multiple objects into a Social XR experience.”
O5. Specify the integration of the IVAS spatial audio codec in the new planned specification, in coordination with the integration into TS 26.114 to be done in the IVAS work item and IVAS integration into the MeCAR work item.
2 Use Case and Requirements
2.1 Use cases and requirements for dynamic 3D representation

Use cases 19 and 22 in TR 26.998 provide an AR conferencing experience. In both cases, participants can capture their 3D dynamic representation in real-time and share it with others in a shared AR experience. In this clause we state the requirements related to capturing and transporting the dynamic 3D representation of an object under conversational constraints.  Dynamic 3D representation in this context is a format for defining the 3D model of an object (e.g., a caller) that is captured in real-time using one or more cameras. A dynamic 3D representation can be a point cloud or 3D mesh. 
TR 26.998 section 4.4.5 defines some existing formats used for dynamic 3D representations. The Virtual Reality Industry Forum (VRIF) has recently issued their first Volumetric Video Guidelines, addressing volumetric video production workflows and media profile standards for volumetric media distribution [1]. Based on the requirements for encoding, transporting, and decoding volumetric media, the following sub-categories are defined for the different use cases and their associated requirements
. The proposed solution uses RTP for low-latency delivery of dynamic 3D representations. 
2.1.1 AR two-party calls
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Figure 2.1.1.1: AR two-party call

The use case in Figure xx establishes a bidirectional AR two-party call, which may or may not use the MCU (MRF for IMS). It should be possible to combine other functions, e.g., 2D video, 360-degree video, images, etc., which are not shown in the figure for simplicity. 
The dynamic 3D representations delivery in this case is over RTP. It is bidirectional with conversational latency requirements. The dynamic 3D representation can be delivered over one of the two paths shown in the figure. Path A goes through the MCU (MRF for IMS) and Path B is point-to-point. 

Non-real-time 3D representations can be delivered via the data channel as shown in the figure.; the term 3D representation here includes both dynamic and static 3D representations, which are not captured and delivered under conversational latency requirements. The data channel is a WebRTC data channel or an IMS data channel. The IMS data channel used is as defined by TS 26.114. Further requirements, if needed, can be defined for using the data channel to transport 3D representations. 

The following set of requirements relate to the bidirectional conversational dynamic 3D representation: 

1) Call setup and control: this building block covers 

a) signalling to setup a call or a conference – basic functions already provided by MTSI and will be covered also in IRTCW.

b) fetching of the entry point for the AR experience. The protocol needs to support upgrading and downgrading to/from an AR experience. Dependency on MeCAR to define device types. 
2) Formats: The media and metadata types and formats include in addition to the ones already covered by MTSI, volumetric media. Format properties and codecs need to be defined for dynamic 3D representations along with appropriate RTP payload formats and functions. Appropriate codecs need to be defined by MeCAR for encoding, decoding and rendering dynamic 3D representations.

3) Real-time encoding and decoding with latency requirements for conversational media.

4) Enhancements to SDP, scene description to support  AR telephony and content server (e.g. EMRF or DCMF) to serves non-real-time 3D representation e.g. through a data channel.  

5) For AR telephony media types(e.g., dynamic 3D representation), the necessary QoS characteristics need to be defined.

6) Support for AR media processing in the MCU (MRF for IMS). 

7) 5G system integration: offering the appropriate support by the 5G system to AR telephony includes:

a) discovery and setup of MCU (MRF) resources to process  AR telephony media types.

b) defining the necessary QoS characteristics for AR telephony media types. 

c) data collection and reporting. 

2.1.2 AR multi-party calls
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Figure 2.1.2.1: AR multi-party call

The use case in Figure 2.1.2.1 establishes a multiparty call. The call may be unidirectional (one dynamic 3D representation sender and multiple receivers, 1:N) or bidirectional (multiple dynamic 3D representation senders and multiple dynamic 3D representation receivers, N:N). The 1:N case can be addressed first as part of this work as it is simpler. The N:N case can be addressed later. 
In addition to the requirements of use case 2.1, the following requirements need to be considered for AR multi-party calls: 

· Signalling for establishing a multiparty call. This may be done in a similar way as for traditional MTSI/WebRTC calls.  

· Expanding scene description to address the case of multiple senders and multiple receivers; defining appropriate procedures to maintain position of all participants in the rendered space for each participant.
· Pre-loading non-real-time 3D representation e.g. through a data channel.
· Mixing/transcoding in the MCU (MRF for IMS) to combine content from multiple participants. This may include e.g., scaling and placement of 3D representations in a virtual room. Other requirements can also be studied.  

More advanced requirements may also be considered based on the existing use cases in FS_5GXR and FS_5GSTAR

· Integration with other 5G services such as 5GMS for DASH delivery of AR media (that is not used for delivering conversational AR media but possibly video streams for a shared experience) along with conversational media. 

· Maintaining consistent head motion and eye-contact in a multiparty call with 3D avatars. 

2.2 Use case for remote cooperation supporting AR of car technician
2.2.1 Use Case Description

[TR22.873 defines an AR call scenario, with an example use case of remote support. In the remote support use case, a technician starts an AR call with a remote engineer to get help fixing a car. The technician sees an avatar of the remote engineer next to them and they can both interact with the car. The remote engineer is able to add content, e.g. 3D part models or repair instructions to assist the technician with the repair.]
2.2.2 Example Call Flow
[Editor’s Note: the call follows will be updated aligned with the work in SA2]
[In this section, we provide an example call flow for the reference use case.
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Figure 2.2.2.1: remote cooperation reference use case call flow
The steps are as follows:

1. UE1 sends an invite for an AR remote assistance call with UE to the MMTel AS, which involves a data channel.

2. CSCF forwards the invite to the MMTel AS, which will setup the data channel resources for the AR support application.

3. The AS selects the proper DCS-C and DCS-M that will provide the AR application data channel resources.

4. The AS instructs the DCS-C to setup the data channel resources with the DCS-M for the AR support application.

5.  The DCS-M prepares the entry point for the session, which is a description of the shared space and includes a set of assets that will be used to augment the real world

6. The DCS-C confirms the data channel resources to the MMTel aS

7. The AS forwards the invite to UE2 via the CSCF.

8. The CSCF forwards the invite to UE.

9. UE2 accepts the invite and the session starts.

10. The DCS-M sends out the entry point to the endpoints UE1 and UE2.

11. -11.: UE1 and UE2 share their pose and action information with the AS, which generates a scene update and sends it to the data channel server for distribution.

12-14.: UE1 and UE2 exchange media potentially through an MRF, which may perform functions such as 3D reconstruction or mixing/composition.

]
2.3 AR rendering over IMS

2.3.1 AR rendering types 

Based on UE’s capacity, status, size of AR media, etc., and what requirements the AR application has on the media transport protocol used between the UE and the network assisted AR function, the media rendering methods for IMS-based AR communication services can be decided as follow.
UE rendering, UE independently render AR content based on AR specific data, when the media processing capability of UE meets the requirements of AR communication. The UE performs local rendering based on the media obtained locally or sent by the peer.

Split rendering, UE and IMS network collaborate to implement rendering for AR content, When the media processing capability of UE cannot meet AR communication requirements. IMS performs AR media rendering based on AR media received from the calling or the called users. Note that UE can decide and change the split ratio of the rendering tasks based on its status.
2.3.2 Network function for AR rendering

IMS AR communication architecture is enhanced for supporting split rendering within IMS network, including the following network nodes and their functions:

-  AR Application Server, provides network assisted rendering by having AR media being transported using an established application data channel between the UE and the AR application server. Network-assisted IMS based AR commination represents a standard P2A/A2P data channel application as per clause AC.7.2 in TS 23.228 and consequently not requiring any further description. 
NOTE : AR media content type and formats to be further studied.
-  MF/MRF, responsible for AR communication media transmission and media rendering function, including AR Rendering Logic control and 3D Rendering Engine for rendering the scenes, virtual human models and 3D object models according to the field of view, posture, position.
-
=
NOTE 1:
The ARMF is a logic network function element, and can be deployed together with other media functions such as DCMF.
Media interface for IMS AR communication and AR rendering is as follow:
-  DC4: Service based reference point between the AR Application Server and the DCSF for AR service handling and AR session media control .
-
DC2: Service based reference point between the IMS AS and the MF for AR media resource management.

-
Mr'/Cr: Reference point between the IMS AS and the MRF for AR media resource management.

-
MDC2: Reference point of data channel media between the AR Application Server and DCMF for AR media rendering negotiation.

-
Mb: The media interface for audio/video media stream transmission and
2.4 IBACS requirements based on Objectives
This section lists the different requirements (and how they link to other RL18 normative work) for the work in the IBACS work item based on the defined objectives. 

· Terminal architecture [Objective 1]:

· [aligned architecture with MeCAR and generic SA4 XR client architecture

· support standalone, edge-assisted, and wireless tethered UEs integrated with an MTSI client]
· IMS session setup [Objective 2]:

· [session setup, control, and capability negotiation procedures for traditional and AR media supporting multiple device-types in one IMS communications session]
· AR media & device support [Objective 3]:

· [One-way or bi-directional transport of traditional and AR media, scene description, and metadata (as defined in MeCAR) via the IMS media path, including the Data Channel.]
· Spatial descriptions [objective 4]:

· the location, orientation, and capabilities of physical world devices (e.g., audio/video capture devices or objects, need to be detected on its relation to “virtual” representations
· spatial descriptions need to define the rendering environment (including virtual objects) 
· An end device must populate the virtual environment by placing virtual objects (e.g., virtual screens, speakers, microphones, people) corresponding to the real-world position of the devices to which they have been assigned (such that the VR headset user correctly faces the virtual representation of users as well as the physical devices being used to record the user)

· Relevant spatial descriptions will be defined in MeCAR and subsequently integrated into IBACS

· IVAS spatial audio [objective 5]:

· [??? Support for immersive audio codec in IMS AR communication scenarios]
3 AR IMS Communication Architecture

Two kind of IMS Communication have been proposed at TS 23.228 V18.2.0, UE Centric AR Communication and Network Centric AR Communication. And the method of AR traffic handling shows whether it is UE or NW centric. 

In UE Centric communication Case, AR traffic is transparent to the IMS Network and is exchanged between two peer UEs via deployed media functions, (e.g. IMS AGW, TrGW).

In the Network Centric AR Communication AR services can be delivered by following mechanisms:

· The IMS AR application server provides network assisted rendering by having all AR media being transported using an established application data channel between the UE and the IMS AR application server. This scenario represents a standard P2A/A2P data channel application as per TS 23.228 clause AC.7.2 and consequently not requiring any further description.

· An IMS Media Function (MF)/Media Resource Function (MRF) having the Augmented Reality Media Function (ARMF) capability, provides required network assisted AR media processing.

NOTE 1: The AR capability can be provided by either a Media Function or enhanced MRF.

Procedures and call flow for these options can be found in TS 23.228 clause AC.9.3.
3.1 Potential Reference Architecture (SA2)

[Editor’s Note: this section needs further updates aligned with the work in SA2]






The following architecture is from TS 23.228 v18.2.0 to support AR Communication.
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Figure 3.1.1: Architecture to support AR communication

AR Application Server :
-
AR Application Server is responsible for AR service control related to AR communication, including AR session media control and AR media capability negotiation with the UE.
NOTE 1:
AR Application Server is a specific DC Application Server and is out of scope of 3GPP.

NOTE 2:   The AR media and AR specific data format, codecs and media processing procedures need to be defined in MeCAR work.

NOTE 3:   The UE can download the AR metadata from AR AS through application data channel and/or bootstrap data channel.
MF/MRF:
-
The MF/MRF supports AR media processing. It receives and stores AR service media handling logic from the IMS AR AS and provides ARMF capability based on the AR data received from UE.
NOTE 3:
AR data includes AR metadata and AR related media, e.g. audio, video, etc.

IMS AR AS (IMS TAS+IMS AR AS):
-
The IMS AR AS interacts with the DCSF via DC1 for event notifications,
-
The IMS AR AS receives the data channel control instructions from the DCSF and accordingly interacts with the DCMF via DC2 or with MRF via Mr’/Cr for data channel media resource management,
-
The IMS AR AS receives the media control instructions from the DCSF and accordingly interacts with the UE for connecting the UE's audio/video media termination to the MF.

NOTE 4:
In this release of the specification, it is assumed that IMS AR AS is co-located with TAS to support both Telephony Application Server and AR Application server control plane functionalities and negotiations.

3.2 Split Rendering Architecture

[The architecture for IMS-based AR communication split rendering is based on data channel, shown as below:


[image: image6.emf]Runtime

SRF

AR AS

DCMF/MRF

DCSF

UE

Device Function

IMS Core

MMTel AS

IMS

SR-4

SR-6

SR-2

SR-7

Webview

SRC

AR Application

ARMF


Figure 3.2.1: Split Rendering Architecture

In this architecture:

a. The Split-Rendering Client (SRC) is responsible on behalf of the UE for negotiations with IMS to find the split-rendering configuration.

b. The Split-Rendering Function (SRF) is responsible on behalf of the IMS for negotiations with the UE to find the split-rendering configuration.

Note: SRF need to allocate ARMF media resource through DCSF/MMTel AS when receiving the split rendering request, to confirm whether there is enough media rendering resource.

The above entities use the following interfaces to interact with other entities:

1. SR-2 for AR AS and ARMF media delivery.
2. SR-4 for SRC and SRF through DCMF/MRF for negotiation on split: This interface is used for negotiation at the beginning of the media delivery session and/or during the media delivery session to update/change the split.

3. SR-6 for SRC to interact with the AR Application: This interface is used by the AR Application to request SRC to manage a split and to retrieve the status of the split management. 

4. SR-7 for SRC to discover the client’s capabilities: The device capabilities are retrieved by SRC with this interface. The interface may provide static and dynamic capabilities, i.e. capabilities that do not change or may change during the media delivery session. ]
4 IMS AR Sessions and transport
4.1 Call Flows
4.1.1 Basic Call Flow

The figure shows the call flow for a basic AR call. Enhanced MRF consists of both the Data channel media function and the AR media function. The figure may be updated later based on SA2 work. 

NOTE 1: 
The terminology in the figure should be aligned with SA2 work. 
NOTE 2: 
The AR session management may be done by AR/MR application on device. So it is a responsibility of the device to connect and to acquire an entry point for edge/cloud during the session management. If AR session management is not managed by the device, it happens in the Network, triggering IMS network functions: DCMF/enMRF and DCSF and IMS AS.

NOTE 3: 
DSCF and IMS AS assume there is an implicit subscription to all IMS DC session relevant events in IMS AS for every IMS user engaged in an IMS DC session. IMS AS notifies the DSCF of all relevant IMS DC events requiring action from the DCSF.
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Figure 4.1.1.1 Basic AR Call Flow

The steps are as follows:

A. Call Setup

1. The calling UE, in this case UE1, sends a SIP INVITE to the S-CSCF through P-CSCF to initiate the call

2. The S-CSCF identifies this as an AR call and forward the INVITE request to the IMS AS

3. The IMS AS notifies the DCSF the call event for an AR call.

4. The DCSF determines the policy on the AR call and, based on its policies, prepares media information and instructs the IMS AS to connect an Enhanced MRF both for originating and terminating side.
5. The IMS AS selects an Enhanced MRF and instruct the Enhanced MRF to allocate media resources for the AR call.
6. The IMS AS then sends the INVITE which includes the updated SDP offer adding media information of the Enhanced MRF to originating S-CSCF and then to UE2 possibly through UE2’s network entities.
7. UE2 returns an 18X response with SDP answer. Based on the SDP answer, the IMS AS interacts with the DCSF and the Enhance MRF for media resource modification, modifies SDP answer according to the media resource modification and returns the 18X response to UE1 through S-CSCF and P-CSCF. The remaining session establishment procedures are performed .

 B. Scene description distribution 

8. Enhanced MRF prepares the scene description based on media descriptions and assets for the call. 

9. Enhanced MRF delivers the scene description to the UEs. 
C. Scene description update
10. A UE may trigger a scene update e.g., when a new object is added/removed in the scene, or a spatial information update is sent. The figure shows the update is triggered by UE1, but this can be either UE.

11. The Enhanced MRF will process the new information and creates a scene description update. It is also possible for the Enhanced MRF to initiate an update without an update from the UEs. 

12. Enhanced MRF distributes scene description update to all UEs. 

NOTE: Spatial data related updates may be required for collaborative AR calls, e.g., when multiple users are physically collocated and also part of the same AR experience. The type of spatial description updates is FFS.  
D. AR Media and Metadata Exchange

13. Both UEs will send and receive the AR media required (and negotiated) for the call as part of the call setup and scene description information received. Prestored media can be fetched from the Enhanced MRF. Real-time conversational media can flow via the Enhanced MRF. The Enhanced MRF may process the AR media before delivery. 

14. Related metadata (e.g. User Pose) may be needed during the AR session. The metadata may be delivered as RTP header extension, RTCP feedback or over data channel; this aspect is FFS.  

NOTE 1: Delivery of real-time media over data channel is FFS.  

NOTE 2: split rendering for UE1 and/or UE2 needs to adhere to the procedures and formats that are defined by the SR_MSE work item. The Enhanced MRF may be the entity that performs the split rendering for the UE.

NOTE 3: The interactions between AR Application Server and other entities including IMS AS, Enhanced MRF and DCSF is FFS and not shown in Figure 4.1.1.1.
4.1.2 3D video call flow
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Figure 4.1.2.1 Call flow for bidirectional 3D video call

Steps 1-12 under A. Call Setup, B. Scene description retrieval and C. scene description update will be the same as for the basic AR call flow. The remaining steps are defined below. 

D. AR Media and Metadata Exchange

13. UE1 will send 3D video (e.g., RGB-D streams, or volumetric media represented as mesh or point cloud) to the MRF.

14. UE2 also sends 3D video to MRF. 

15. The MRF processes AR media, e.g., for viewport-dependent processing (VDP), combining AR objects into a single frame, transcoding from one 3D representation to another, etc. Note that VDP requires a feedback channel from UEs to MRF not shown in the call flow.  

16. MRF delivers 3D video to UE1. 

17. MRF delivers 3D video to UE2. 

NOTE: Delivery of real-time media over data channel is FFS. 

4.1.3 Avatar call flows
The avatar data (also known as enroll data) needs to be generated for an avatar AR call. The avatar data may include
· A 3-D mesh

· Assets such as normal map, Albedo map, specular map

· Network weights for reconstruction 

The process of generating the avatar data based on images, videos and gesture is time consuming. Typically, the avatar data is generated offline, for example, well before an avatar AR call. The avatar data then can be stored on a UE and shared with the other devices or cloud servers during the avatar AR call.

The cloud, specifically the Enhanced MRF or Data Channel Media Function in view of the new SA2 architecture [2], can assist in avatar animation and rendering the user review. A call flow is shown in Figure 1.

Step 13: UE1 sends stored avatar data to the EMRF (or Data Channel Media Function). This happens only once.

Step 14: UE1 sends information on facial expressions, pose etc. The information may be encoded or not.

Step 15: EMRF (or Data Channel Media Function) performs avatar animation.

Step 16: EMRF (or Data Channel Media Function) renders the user view.

Step 17: EMRF (or Data Channel Media Function) sends the rendered user view to UE2.      
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Figure 4.1.3.1: Avatar call flow with assistance on avatar animation and rendering from the EMRF

Alternatively, if UE1 has enough computational power, it can do avatar animation locally, and then send the output – a mesh – to EMRF (or Data Channel Media Function) for rendering. This is shown in Figure 2.
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 Figure 4.1.3.2: Avatar call flow with avatar animation done on the sender device (UE1)

4.1.4 Generic avatar call flows

For generalization, we define three generic entities:
· Session Setup Entity, which corresponds to P/S/I-CSCF, MM-Tel AS, Data Channel Signaling Function, and some functions of Enhanced MRF (or Data Channel Media Function).

· QoS Provisioning Entity, which maps to elements of P/S/I-CSCF, Data Channel Signaling Function, Enhanced MRF (or Data Channel Media Function) – due to forwarding of data channel media traffic [3] – and MMTel AS. 

· Network Compute Entity, which corresponds to the compute functions of Enhanced MRF (or Data Channel Media Function). 

The call flow in Figure X, for the rendering option of both the mesh and the user view being generated in the cloud, is generalized into Figure 4.1.4.2. Note that steps 1 and 2 are optional. The UEs may generate avatar data locally or in the cloud. The UEs may be AR glasses, HMDs, mobile phones, or PCs.

Note that Step 1: generate avatar data, which is for UE1, could happen on a phone or a PC, or in the cloud before the session setup. The same applies to Step 2, which is for UE2.

Note that Step 5: Scene Description Retrieval could involve only UE1 and UE2, and optionally it could involve the Network Compute Entity. The same applies to Step 6: Scene Description Update.

Note that the call flow in Figure 4.1.4.2 only shows the procedures for generating UE1’s avatar. For UE2’s avatar, the same procedures may be applied and for simplicity they are not shown in the figure. 
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 Figure 4.1.4.1: Avatar call flow with avatar animation and user view rendering at the sender device (UE1) 
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Figure 4.1.4.2: Generic avatar call flow with avatar animation and rendering in the Network Compute Entity.  

The call flow in Figure X, for the rendering option of the mesh being generated at the sender (UE1) and the user view being generated in the cloud, is generalized into Figure 4.1.4.3 .
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Figure 4.1.4.3: Generic avatar call flow with avatar animation on the sender device (UE1) and user view rendering in the Network Compute Entity. 

The call flow in Figure 4.1.4.1, for the rendering option of both the mesh and the user view being generated at the sender (UE1), is generalized into Figure 4.1.4.4.
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Figure 4.1.4.4: Generic avatar call flow with avatar animation and user view rendering at the sender device (UE1)

Additionally, the “avatar animation” and the “render user view” can be done on the receiver. This is shown in Figure 7.
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Figure 4.1.4.5: Generic avatar call flow with avatar animation and user view rendering at the receiver device (UE2)

4.1.5 Split rendering call flow
[

When the UE has poor rendering capability which can’t satisfy the requirements of AR communication, the split rendering is involved between the UE and IMS. 

TR 26.998 defines a use case UC#17 in clause A.2. That is, UE-A using a phone and UE-B wearing AR glass enter a communication, the UE-B shares a 3D model of house with the UE-A, UE-A can put some 3D objects into the house. The UE-A can only render the 3D objects due to its status, and the virtual 3D model of house needs to be rendered in the network.

The procedure for the split rendering is described in the following call flow:
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Figure 4.1.5.1: Split rendering call flow
The steps are as follows:
1. The UE-A initiates an AR communication session and establishes audio and video session connections with the UE-B. Then the bootstrap and application data channels are established for the UE-A and UE-B.
2. When the AR Application on UE-A discovers that the client’s media capabilities cannot meet the AR communication related media rendering requirements, the AR application decides to start split rendering call flow.
3. The AR application initiates the application data channels between the SRC and the SRF(DCMF), for the split rendering confirmation request and metadata transmission.
4-6. The AR application calculates which AR objects can be rendered by itself based on its status, and then decides some part of the AR objects to be rendered in the UE-A and the others to be rendered in the IMS network. The AR application sends a split rendering request to the SRC, the SRC sends a Split Rendering Confirmation Request to the SRF through the established application data channel, the request includes the information of the AR objects to be rendered in IMS network, the DCMF transfers the request to the AR AS.
7. The AR AS decides whether to provide AR media rendering function based on the request message received from the UE-A, the media rendering resource available on the ARMF and the split rendering provisioning status for the UE-A.

8. The AR AS sends a request to the DCSF to allocate media rendering resource on the ARMF for the AR objects that should be rendered in IMS network, the DCSF transfers the request to the MMTel AS.
9. The MMTel AS forwards the media resource allocation request to the ARMF, to reserve AR media rendering resource for the UE-A.
10. When the ARMF resource applied successfully, the MMTel AS return a successful response to the DCSF, the DCSF transfers the response to the AR AS.

11-12. The AR AS returns a successful Split Rendering Confirmation Response carrying the confirmation result to the DCMF. The SRF(DCMF) then transfers the response message to the UE-A through the application data channel.
13. The SRC acknowledges the AR Application that the split-rendering on IMS network is running
14-15. The MMTel AS then initiates a media re-negotiation procedure, to anchor the UE-A and UE-B’s audio/video connection to the ARMF for media rendering.

16. The AR application request the SRC to start AR media split rendering procedure based on the response received in step13.

18. The SRC retrieves metadata such as pose and user input from the Runtime.
19-20. The SRC sends metadata to the SRF through the dedicated application data channel(s), the metadata includes the information of the AR objects that should be rendered in the IMS network, then the DCMF transfer the metadata to the ARMF.

21. The ARMF renders the part of AR objects based on the metadata received.

22. (Optional) The SRC renders the part of AR objects that should be done in the UE-A according to the confirmation result in step12. This step is not needed if all the AR objects are rendered in the IMS network.

23. The SRC sends audio/video media stream including rendered AR objects to the ARMF, if all the AR objects are rendered in the IMS network, the UE-A should send original audio/video media stream to the ARMF.

24-25. The ARMF decodes the audio/video media stream received from the UE-A, and combines with the AR media rendered by the ARMF, then sends the combined audio/video media stream to the UE-B.

26. The ARMF sends the rendered audio/video overlay RTP media stream to the SRC when it needs to send video back to the UE-A through the video back channel.
27. The SRC composes and renders the frame, then transfers to the AR application for display.

]

4.1.6 Generic UE rendering call flow
In UE centric AR communication, AR media traffic is transparent to the IMS network and exchanged between the two peer UEs via the deployed media functions (e.g., IMS AGW/TrGW). 

Figure 4.1.6.1 shows a typical procedure to establish a UE centric AR IMS session from UE-A perspective. 
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Figure 4.1.6.1 Basic AR Call Flow

1.
UE-A initiates an IMS communication with UE-B, including establishment of bootstrap data channel.

2.
The user of UE-A upgrades the IMS session with AR experience. 
UE-A initiates a re-INVITE adding media descriptors required by the AR application to be established E2E, e.g. RTP and/or application data channels. Application data channel may be anchored in the MF/MRF.

3.
UE-A obtains AR media and AR specific data (e.g. pose and viewport information), and encodes AR media. If needed, UE-A can pre-process AR media locally before encoding, such as format conversion, packing.
4.
UE-A sends the AR media and AR specific data to the peer through the established media connection(s) including application data channel.
Note 1: UE-A may perform locally AR rendering in some cases, such as AR media is static, recommendation viewport is used.

Note 2: UE-A may send AR media via application data channel, if AR media is non-real-time.5.
UE-A receives AR media and AR specific data from the peer through established media connection(s).

6.
UE-A decodes and displays the received AR media on its screen. If needed, UE-A can render received AR media based on AR specific data,
In Step 2, a scene description can be generated and distributed by the MF/MRF using an application data channel of the AR application. The distribution of the scene description using a scene description data channel using “mpeg-sd” sub-protocol, as scene description-based overlay for ITT4RT, is FFS.

4.2 AR call with real-time Animated Avatar 
3D modelling of real-time objects can be done from a series of images of the object captured from different angles. For an AR call, these images may be provided by the user by capturing while moving the camera or by capturing with multiple cameras. 

A 3D model of a humanoid can be represented using a 3D representation format, e.g., glTF. The representation contains vertices and associated mesh. 

Skinning, or rigging, is a technique used for animating a 3D object.  A skin is created when a 3D model is bound to a skeleton.  The skeleton is a hierarchical representation of joints.  Each joint is bound to a portion of the mesh/point cloud, and a skin weight is assigned to the corresponding vertices.  The weight determines the influence of the skeletal joint transformation on each vertex (in case of mesh) or point (in case of point cloud) when the joints move.  
To animate the 3D model, motion signals based on the user’s movement are generated. The method for generating motions signals depends on the implementation and is out of scope for this work. However, two possible methods are provided only as examples here. In the first method, the sender or MRF may compare the views of the input cameras to the views rendered from the 3D model using the same camera configuration.  The rendered 2D views overlaid with the actual views may display a transformation that may be encoded as motion signals. 

In a second method, the sender may perform real-time human segmentation on one or more input cameras.  For example, the KINECT® Azure supports this out of the box.  The segmentation may provide joint transformation in 2D space, which may be converted into a 3D signal, when the camera configuration is known.  If more than one camera performs the joint tracking, the 3D joint transformation may be combined between different views to achieve better 3D motion tracking.  As an example, averaging of motion vectors per joint could be performed to improve the quality of the joint motion signal. 
The 3D model can also be animated based on the user's real-time speech. State-of-the-art methods can take the user’s raw audio as input and generate full body animation (2D video or 3D mesh animation) of the avatar, including facial expression, hand gestures, and body motions. The specific method for generating speech-to-motion data may vary depending on the implementation and is beyond the scope of this work. As an example, one possible method is provided here. The sender or MRF can utilize a pre-trained neutral network model that maps audio signals to the motion data (e.g., 3D vertex coordinates of the face mesh, 2D/3D joints of the hands and body) of the 3D model. 

4.2.1 MRF-assisted 3D modelling and skinning

Figure 4.2.1.1 shows a call flow where an MRF assists in creating a 3D model and motion signals from images or audio inputs received from UE1 and delivering it to UE2. The call flow is shown as unidirectional for clarity but can work also as bi-directional. MRF assistance alleviates the need for UE1 to process the images itself. 
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Figure 4.2.1.1: Call flow for avatar based AR call with MRF assistance for model and motion signal generation
Steps 1-12 under A. Call Setup, B. Scene description retrieval and C. scene description update will be the same as for the basic AR call flow. The remaining steps are defined below. 

13. UE1 will send source images (e.g., RGB or RGB-D streams) to the MRF/MF as an image or video stream. The media description of the streams contains the camera configuration as well.   

14. The MRF/MF processes the received images to create a rigged 3D model. 

15. The MRF/MF delivers the 3D model to UE2. 

16. UE1 continues sending source images (the stream in Step 16 and Step 19 are the same). For the audio-driven avatar, UE1 captures and processes the caller’s speech audio input in real-time (e.g., noise reduction), and sends the processed audio inputs to the Enhanced MRF/MF as an audio stream.
17. The MRF/MF uses the 3D model and the new images /audio inputs to create motion signals i.e., transformation information, 3D vertex coordinates, pose parameters and etc. 

18. The MRF/MF delivers the motions signals to UE2.  

19. UE2 renders the 3D model with animation based on motion signals. 

Figure 4.2.1.2 shows a call flow where an MRF assists in creating a 3D model from images received from UE1 and delivering it to both UEs. The call flow is shown as unidirectional for clarity but can work also as bi-directional. UE1 creates joint transformations to capture user motion locally on the device and sends motion signals to UE2. 
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Figure 4.2.1.2: Call flow for avatar based AR call with MRF assistance for model generation

13. UE1 will send source images (e.g., RGB or RGB-D streams) to the Enhanced MRF as an image or video stream. The media description of the streams contains the camera configuration as well.  

14. The Enhanced MRF processes the received images to create a skinned 3D model. 

15. The Enhanced MRF delivers the 3D model to UE2. 

16. The Enhanced MRF delivers the 3D model to UE1. UE1 can stop sending images once the model is generated. The model is rigged already to a human skeleton.  

17. UE1 creates motion signals based on the motion of the user for the 3D model. 

18. UE1 delivers the motions signals to UE2 via Enhanced MRF. 

19. UE2 renders the 3D model with animation based on motion signals. 
 MRF-assisted 3D model loading and animating
3D model loading and animating needs to prepare non-real-time 3D model with MRF assistance for avatar based AR call. In order to reduce session establishment time and computational procedure, the generation of 3D models is not necessary for every session, the avatar data is generated offline. UEs can preload previously generated models, and the generation steps only need to be performed once.The avatar data (e.g. 3D mesh) can be stored on a UE or cloud server. The Enhanced MRF or Data Channel Media Function can assist in avatar animation. 

NOTE1: The security and privacy issues of storage or management of 3D models on EMRF/DCMF or other network elements need to be considered in SA2 or SA3 architecture. 
NOTE2: The step of delivering 3D model may include a 3D mesh, which is an animated model with fixed mesh point and texture, and it can be rendered with user view. 
Figure 4.2.2.1 shows a call flow where an EMRF or DCMF preloads a 3D model and fetch facial expression or motion signals from images received from UE1 and deliver it to UE2. The call flow is shown as unidirectional for clarity but can work also as bi-directional. MRF assistance alleviates the need for UE1 to process the images itself. 
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Figure 4.2.2.1: Call flow for avatar based AR call with MRF assistance for model loading and animation
Steps 1-12 under A. Call Setup, B. Scene description retrieval and C. scene description update will be the same as for the basic AR call flow. The remaining steps are defined below. 

20. The Enhanced MRF or DCMF will load a 3D model for UE1 for preparing the avatar call.
21. UE1 will send source images (e.g., RGB or RGB-D streams) to the Enhanced MRF as an image or video stream. The media description of the streams contains the camera configuration as well.   

22. The Enhanced MRF processes the received images to create expression or motion signals during the session. 

23. The Enhanced MRF animate the 3D model based on expression or motion signals . 

24. The Enhanced MRF delivers the 3D model to UE2.  

25. UE2 renders the 3D model with user view.

Figure 4.2.2.2 shows a call flow where an EMRF or DCMF prepares a 3D model and UE1 fetch facial expression or motion signals and deliver it to EMRF. The call flow is shown as unidirectional for clarity but can work also as bi-directional.
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Figure 4.2.2.2: Call flow for avatar based AR call with MRF assistance for model animation

The related steps are defined below. 

13. The Enhanced MRF or DCMF will load a 3D model to UE1 for preparing the avatar call and send this model to UE1.
14. UE1 processes the captured images to create expression or motion signals during the session. 
15. UE1 delivers the expression or motion signals . 
16. The Enhanced MRF uses the 3D model and the signals to animate 3D model. 

17. The Enhanced MRF delivers the 3D model to UE2.  

18. UE2 renders the 3D model with user view.

If avatar can be animated with expression or motion singals in the client, EMRF/DCMF will send the non-real-time 3D model to UE1. UE1 can directly create volumetric video streaming for the 3D model.
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Figure 4.2.2.3: Call flow for avatar based AR call with MRF assistance for model loading

20. EMRF/DCMF will send the non-real-time 3D model to UE1. The model is rigged already to a human skeleton.   

21. UE1 processes the images to create expression or motion signals during the session. 

22. UE1 renders the 3D model with animation based on the signals. 

23. UE1 delivers the 3D model to UE2 via Enhanced MRF. 

24. UE2 renders the 3D model with user view. 

Requirements:
Based on the above call flows, an MRF-assisted 3D avatar conversational AR call has the following requirements: 

1. An SDP indication for generation or pre-loading of a 3D model by the MRF, including an indication that the MRF can further create motion signals. The SDP negotiation would include the media properties of the image stream provided by the source (sender UE). 

2. A media format for the source images. Any existing encoded video/image streams can be used for this purpose. Furthermore, a volumetric video stream may be used as well. 

3. Transport and format for the expression or motion signals. 
4.3 Possible paths for motion signals
4.3.1 Motion signal transport over RTP
We refer to the call flow in Figure 4.2.1.2. In step 14, UE1 is sending a stream of images to the MRF for 3D model generation. In step 19, after the 3D model has been created and delivered to the UEs, UE1 is sending motion signals to UE2. In this case, it is possible to send the motion signals to the MRF as a RTP header extension (HE) of the image/video stream shown in step 14. Note that the images may not be required continuously once the 3D model has been generated. The UE can then send the motion signals as the RTP HE and pack only dummy data of minimal length in the RTP packet payload. 

The motion signals will consist of a name/number to identify the joint and a motion vector (e.g., translation, rotation). The name/number is the same as the one used in the skeletal rig of the 3D model representation received in step 17. To save bits, only the segments (joint and children) that have transformation can be included in the RTP HE. However, in this case losing a packet can lead to lost information that is not detected. Further study is needed to handle such scenarios. 
4.3.2 Motion signal transport over data channel

Motion signals can be transported over data channel when an active RTP stream is not associated with it. For example, in the call flow in Figure 4.2.1.1, there is no related continuous media stream flowing towards UE2 from MRF. The model delivered in step 16 is likely only delivered once or sporadically updated. Therefore, the motion signals can be delivered over the data channel in this case. A grouping parameter can be used in the SDP to indicate the relationship between the motion signals and the 3D model. 
4.4 Motion signals 

4.4.1 Motion signals format

A skinned 3D model representation shall consist of a hierarchical representation of joints. The representation can be, e.g., glTF, and shall include for each joint at least a joint:segment mapping and a unique joint name or joint number that will be used as joint ID. If both joint name and number are present, the number shall be used as the joint ID in motion signalling. 

A motion signal for a joint may consist of a translation matrix and a joint matrix. For each joint, a sender may signal a rotation. For the root joint, the sender may additionally signal a translation. Both translation and rotation shall be with reference to the initial position of the 3D object as established by SDP or scene description signalling. Applications should follow industry practices for animating a 3D object; the method used for animation is out of the scope of this document. Joint name, number, translation and rotation are defined below: 

Joint_Name
: String up to 32 characters

Joint_Number
: 16 bit unsigned number

Translation
: Float [3] 

Rotation
: Float [4]

Scale

: Float

Motion signals can use RTP HE or data channel depending on the use case. Note that motion signals should be sent only for joints that have a transformation. 

NOTE: The possibility for RTP packets with empty/dummy payload needs to be checked. The preference for using a data channel or RTP HE for sending the motion signalling is a choice of the application. 
AR data transport analysis
Data Channel Solution

According to clause 6.5.5 of 3GPP TR 26.998 [1], IMS data channel can be used for AR/MR media (AR-specific data) transmission. IMS data channel over SCTP is derived from WebRTC data channel which is widely used web real-time communication.

Data channel can set flexible reliability modes for different streams id, by setting “max-retr” and “max-time” parameters (defined in RFC8864 [2]) in each a=dcmap during data channel establishment.

One approach is for the application to use stream id for different AR/MR media type identification. Here is an example:

m=application 1002 UDP/DTLS/SCTP webrtc-datachannel

a=max-message-size:100000

a=sctp-port:5000

a=setup:actpass

a=fingerprint:SHA-1 \

      4A:AD:B9:B1:3F:82:18:3B:54:02:12:DF:3E:5D:49:6B:19:E5:7C:AB

a=tls-id:abc3de65cddef001be82

a=dcmap:1001 subprotocol="http"; max-retr=3; max-time=10 //scene description

a=dcmap:1002 subprotocol="http"; max-retr=5; max-time=15 // AR Anchor

a=dcmap:1003 subprotocol="http"; max-retr=0; max-time=0 // User Pose
Note: “max-retr” parameter indicates the maximal number of times a user message will be retransmitted. “max-time” parameter indicates that a user message will no longer be transmitted or retransmitted after a specified lifetime. If both of the value are set to 0, it indicates the unreliable mode.

For the scenario that different AR/MR media type (for example, both no timed and partial timed media are used in an application) have different Qos requirements, the application can set different “3gpp-qos-hint” attribute defined in 3GPP TS 26.114 [3] for different stream id with different m line, an example is shown as follows:

m=application 1002 UDP/DTLS/SCTP webrtc-datachannel

a=max-message-size:100000

a=sctp-port:5000

a=setup:actpass

a=fingerprint:SHA-1 \

      4A:AD:B9:B1:3F:82:18:3B:54:02:12:DF:3E:5D:49:6B:19:E5:7C:AB

a=tls-id:abc3de65cddef001be82

a=dcmap:1001 subprotocol="http"; max-retr=3

a=3gpp-qos-hint:loss=0.001;latency=300
m=application 1002 UDP/DTLS/SCTP webrtc-datachannel

a=max-message-size:100000

a=sctp-port:5000

a=setup:actpass
a=dcmap:1002 subprotocol="http"; max-time=15

a=3gpp-qos-hint:loss=0.002;latency=400
Summary

The key advantages of IMS data channel can be summarized as:
1. The application can be decoupled from the terminal architecture, and the application can customize the transmitted data and data format, which can be expanded flexibly without terminal changes;

2. The application does not need to be pre-installed or built-in on the terminal.
While some drawbacks are: 

1. The delay of SCTP link establishment is large due to its 4RTTs interaction.

2. The forced SCTP over DTLS encryption and decryption performance is poor.

3. SCTP has no FEC mechanism.
5 Support of spatial descriptions
5.1 Scene Composition for conversational AR use cases

Virtual objects in an AR call need to be composited with real-world objects. Scene composition can place multiple virtual objects at varying levels of depth in the scene. Scene composition may be done by a network entity for AR two-party and multiparty calls. 

· Scene composition for two-party AR calls is simple and can possibly be handled with SDP. Some two-party use cases with multiple AR objects and multiparty calls may need to rely on glTF, MPEG scene description or other formats for defining scene composition. 

· Real-time composition of a scene can be handled by a network entity. This can be the MRF (media path) or a conference server. 

· A network entity may process multiple AR objects into a single media bitstream.  

Real-time composition of a scene may include: 

· Receiving from the participants of an AR call, their media capabilities, AR objects that are to be shared, and if the use case involved mixed reality, then a description of the space where the virtual scene is to be created. 

· Real-time scene composition only implies it is done when the call session is established. Updates may be possible but may not be always required. 

An example of real-time scene composition is shown in Figure Figure 5.1.1, where UE-A is an AR device capable of rendering AR objects composited with real-world. The scene server is a network entity and can be part of the MRF. The other UEs are users sending AR objects for the AR call. In a real-scenario, the call can be bidirectional and the UEs would perform both functions i.e, sending media and rendering the AR experience as done by UE-A. 


[image: image24]
Figure 5.1.1: Real-time scene composition for AR calls

The following steps are shown in Figure 5.1.1. 

1a. UE-A that will receive AR content shares its media capabilities and a description of the user surroundings in which the scene is to be rendered. The latter may not always be required. The capabilities may include the UE-A device display resolution and potential placeholder for media elements (based on the surroundings of the user in the real world).
1b. Ues that want to send media share media description (e.g., resolution, size, etc. for video) of the AR media. The media descriptors may also include information based on detecting the location, orientation, and capabilities of physical world devices, eligible for usage in an audio-visual communications session.
2. The scene server creates an AR scene using the information, which may include the initial placement and orientation of the objects related to each participant in the scene, as well as the AR anchoring information for proper anchoring to the real world environment. The information may provide several alternatives for media sources to facilitate adaptation. If transcoding and adaptation options are not available, scene server may create the scene taking into account the scene space, media capabilities, and rendering capabilities of the participants such that a symmetric experience is created for all of them. 

3. The scene server shares the scene description with the UEs and media processing function. The scene description may include information on the ideal suitable resolution and placement of AR media elements and may be different for different UEs. 
4. The media stream negotiation is completed for all UEs. 

5. Media is delivered from the sender UE to the MRF which may process the media before delivery based on the scene composition e.g., mixing and/or transcoding.

6a/b. Media is delivered to the receiver UE-A (either via MRF or directly from the other UEs). 

The description of the user surroundings here defines the layout of the physical space in which the streams should be rendered, e.g., a simple mesh or a geometric primitive (cylinder or cube) that represents occlusion free space around the user. Scene composition may take into account other aspects, e.g., lower resolution streams may be rendered with greater depth from the user for a realistic experience, considering spatial description of multiple participants to create a symmetric experience etc. 
6 IMS specific consideration for IVAS
TBD.
7 Other Potential Solutions
TBD.
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