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[bookmark: introduction][bookmark: _Toc41600549][bookmark: _Toc55812929][bookmark: _Toc49376953][bookmark: _Toc114656955]Introduction
Predictions on mobile video consumption are ever increasing. Different studies point to dominance of video traffic in 5G networks reaching from 65% total traffic in the short-term all the way to 90% by the end of the decade. Video is expected to be integral for services such as enhanced mobile media (such as mobile streaming services), home broadband and TV (for example in the context of 5G fixed wireless access services), immersive and interactive media in the context of eXtended Realities (XR) and cloud gaming as well as new media services from new verticals. This indicates that the user experience and efficiency of 5G networks will be heavily impacted by the quality of video compression technologies that are used with 5G services. Efficient video compression and decompression technologies required dedicated hardware for power and resource efficient real-time execution but are at the same time complex and costly in terms of implementation on integrated platforms. Hence, typically state-of-the-art video compression technologies last for several years and are used as generic service enablers for different applications and services, including traditional streaming and conversational services, but also new media services. This document analyzes the currently defined 3GPP-defined video compression technologies for their suitability for existing and emerging services in the context of 5G and identifies gaps and optimization potentials that would warrant the introduction of new video compression technologies.
<Comment> [In addition, a new clause for film grain synthesis is added to show that for certain 5G video scenarios the film grain synthesis effect may bring benefits in terms of preserving artistic intent, masking visual artifacts and/or saving bandwidth. ]
6 [bookmark: scope][bookmark: _Toc41600550][bookmark: _Toc55812930][bookmark: _Toc49376954][bookmark: _Toc114656956]
Scope
The present technical report documents relevant interoperability requirements, performance characteristics and implementation constraints of video codecs in 5G services, and characterizes video codecs, in particular 3GPP defined codecs H.264/AVC and H.265/HEVC in order to have a benchmark for the addition of potential future video codecs. For this purpose, the document:
[bookmark: _Hlk29546021]-	Collects a summary of the video coding capabilities in 3GPP services.
-	Collects a subset of relevant scenarios for video codecs in 5G-based services and applications, including video formats (resolution, frame rates, colour space, etc.), encoding and decoding requirements, adaptive streaming requirements. 
-	Collects relevant and exemplary test conditions and material for such scenarios, including test sequences.
-	Defines performance metrics for such scenarios with focus on objective performance metrics.
-	Collects relevant interoperability functionalities and enabling elements for video codecs in different 5G services such as MTSI and Telepresence (i.e. RTP based conversational communications), or 5G media streaming (e.g. based on DASH/CMAF) supporting the identified scenarios.
-	Collects relevant criteria and key performance indicators for the integration of video codecs in 5G processing platforms, taking into account factors such as encoding and decoding complexity in the context of the defined scenarios.
-	Provides anchors for the existing codecs H.264/AVC and H.265/HEVC in the context of the above scenarios and document the findings in a consistent manner and characterizes H.265/HEVC against H.264/AVC
-	Provides initial information on EVC video codec developed in ISO/IEC SC29 WG 4 and H.266/VVC video codec developed in JVET (ITU-T SG16 Q6 and ISO/IEC SC29 WG 5) in the context of the above scenarios, including test streams and characterization results.
- 	Provides initial information AV1 video codec developed by the Alliance for Open Media in the context of the above scenarios, including test streams and characterization results.
-	Provides information and data on the film grain synthesis (FGS), related analysis and denoising with test results to see whether FGS is useful for the identified scenarios of 5G-based video services. 	Comment by Lee, Brian: Proposed text addition.
[bookmark: references][bookmark: _Toc41600551][bookmark: _Toc55812931][bookmark: _Toc49376955][bookmark: _Toc114656957][bookmark: OLE_LINK2]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: “Vocabulary for 3GPP Specifications”.
<snip>
[75]	JVET-AC2020-v2: “Film grain synthesis technology for video applications (Draft 4)”, Dan Grois, et al., Technical report draft, Joint Video Experts Team (JVET) of ITU-T SG16 WP3 and ISO/IEC JTC 1/SC 29, 29소 Meeting, by teleconference, 11-20 January 2023.  	Comment by Lee, Brian: New reference for JVET TR for FGS.
[bookmark: definitions][bookmark: _Toc41600552][bookmark: _Toc55812932][bookmark: _Toc49376956][bookmark: _Toc114656958]3	Definitions of terms, symbols and abbreviations
[bookmark: _Toc41600553][bookmark: _Toc55812933][bookmark: _Toc49376957][bookmark: _Toc114656959]3.1	Terms
For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
3GPP codec: a video codec defined in a 3GPP specification.
Anchor: combination of a reference sequence, a reference software of 3GPP codec and codec configuration to provide a baseline for codec testing and characterization.
Anchor Bitstream: a bitstream resulting from the encoding of a reference sequence with a reference software and a codec configuration assigned to an anchor.
Anchor Tuple: several anchors that differentiate only by one parameter in the codec configuration to change the bitrate/quality.
BD-Rate Gain: a measure of the bitrate reduction in percentage offered by a codec or codec feature under test compared to an anchor coded, while maintaining the same quality as measured by objective metrics.
Characterization: comparison of a codec under test with a 3GPP codec based on selected metrics.
Metric: A single number to provide a measurable quality of an anchor.
Test: combination of tools to test a codec for comparison with anchor, i.e. same reference sequence and comparable codec configuration.
Test Bitstream: a bitstream resulting from the encoding of a reference sequence with a reference software and a codec configuration assigned to a test.
Test Tuple: several tests that differentiate only by one parameter in the codec configuration to change the bitrate/quality.
[bookmark: _Toc41600554][bookmark: _Toc55812934][bookmark: _Toc49376958][bookmark: _Toc114656960]3.2	Symbols
For the purposes of the present document, the following symbols apply:
MSE_Y	Mean Square Error of the luma component
PSNRy	Peak-Signal to Noise Ratio of the luma component
PSNRu	Peak-Signal to Noise Ratio of the chroma u component
PSNRv	Peak-Signal to Noise Ratio of the chroma v component
PSNRyuv	Average PSNR over all colour components
MS_SSIM	Multi-Scale Structural Similarity Index Metric

[bookmark: _Toc41600555][bookmark: _Toc55812935][bookmark: _Toc49376959][bookmark: _Toc114656961]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
AAC	Advanced Audio Coding
AAP	Alternative Approval Process
ABR	Adaptive BitRate
AFGS1	AOMedia Film Grain Synthesis Model 	Comment by Lee, Brian: New abbreviation.
AOM	Alliance for Open Media
AOV	Arena Of Valor
ATSC	Advanced Television Systems Committee
AV1	AOMedia Video 1
AVC	Advanced Video Coding
AVCHD	AVC High Definition
AVI	Audio Video Interleave
BD	Bjöntegard-Delta
BDR	BD Rate
BMFF	Based Media File Format
CABAC	Context-Adaptive Binary Arithmetic Coding
CAE	Content Aware Encoding
CBP	Constrained Baseline Profile
CBR	Constant BitRate
CGI	Computed Generated Imaginary
CHP	Constrained High Profile
CMAF	Common Media Application Format	
CRA	Clean Random Access
CSV	Comma-Separated Values
CTC	Common Test Conditions
CTU	Coding Tree Unit
DASH	Dynamic Adaptive Streaming over HTTP
DVB	Digital Video Broadcasting
EBU	European Broadcast Union
EFS	Effective File Size
EPZS	Enhanced Predictive Zonal Search
ERP	Equi-Rectangular Projection
EVC	Essential Video Coding
EXR	Extended Range
FHD	Full HD (i.e. 1080p)
FGC	Film Grain Characteristics	Comment by Lee, Brian: New abbreviations.
FGS	Film Grain Synthesis 
FPS	Frames Per Second
GOP	Group-Of-Pictures
HDMI	High-Definition Multimedia Interface
HDR	High Dynamic Range
HDTV	High Definition TeleVision
HEVC	High-Efficiency Video Coding
HFR	High Frame Rate
HLG	Hybrid Log-Gamma
HLS	HTTP Live Streaming
HMD	Head-Mounted Display
HRD	Hypothetical Reference Decoder
HTML	HyperText Markup Language
HTTP	HyperText Transfer Protocol
IDR	Instantaneous Decoder Refresh
JCT-VC	Joint Collaborative Team on Video Coding
JSON	JavaScript Object Notation
JVET	Joint Video Experts Team
MCTF	Motion-Compensated Temporal Filtering
MIME	Multipurpose Internet Mail Extensions
MKV	MatrosKa Video
MMO	Massive Multiplayer Online
MMORPG	MMO Role-Playing Game
MMS	Multimedia Messaging Service
MOBA	Multiplayer Online Battle Arena
MOS	Mean Opinion Score
MPD	Media Presentation Description
MPEG	Moving Pictures Expert Group
MS-SSIM	Multi-Scale Structural Similarity Index
MSE	Mean Square Error
MTSI	Multimedia Telephony Service over IMS
OBS	Open Broadcaster Software
PSNR	Peak Signal to Noise Ratio
RA	Random Access
RAP	Random Access Point	
RCS	Rich Communication Services
RDPCM	Residual Differential Pulse Code Modulation
RGB	Red Green Blue
RPG	Role-Playing Game	
RTMP	Real-Time Messaging Protocol
RTP	Realtime Transport Protocol
RTS	RealTime Strategy
SCC	Screen Content Coding
SCM	Screen Content coding Model
SDK	Software Development Kit
SDR	Standard Definition Range
SEI	Supplemental Enhancement Information
SI 	Spatial perceptual Information
SMPTE	Society of Motion Picture & Television Engineers	Comment by Lee, Brian: New abbreviation.
SSIM	Structural Similarity Index Measure
SVOD	Subscription Video On Demand
TI 	Temporal perceptual Information
TIFF	Tagged Image File Format
UDP	User Datagram Protocol
UHD	Ultra High Definition
URI	Uniform Resource Identifier
URL	Uniform Resource Locator
UVG	Ultra Video Group
VBR	Variable BitRate
VBS	Visual Basic Script
VCL	Video Coding Layer
VMAF	Video Multimethod Assessment Fusion
VSEI	Versatile Supplemental Enhancement Information
VTM	VVC Test Model
VVC	Versatile Video Coding
WCG	Wide Colour Gamut
[bookmark: clause4]



[bookmark: _Toc114657012]6	Relevant Scenarios
[bookmark: _Toc41600572][bookmark: _Toc55812979][bookmark: _Toc49376994][bookmark: _Toc114657013]6.1	Introduction
This clause collects relevant scenarios based on the template defined in Annex A. It also defines the anchors for each scenario based on the existing 3GPP codecs and profiles defined in clause 4. For each scenario, the following information is provided:
<Comment> Motivation: provides a context for the scenario, why it is relevant for 5G video services.
[For the 5G Video scenarios (#1 Full HD streaming, #2 4k TV, #4 social/online sharing and #5 online gaming) that are described in this clause, and potentially for new test sequences specifically developed to test for the film grain effect, some of the popular film grain synthesis and analysis are applied to test sequences encoded with H.265/HEVC, in order to ascertain whether there is benefit in (1) artistic intent and/or (2) masking artifacts / saving bitrate while maintaining visual acuity, etc.
There may exist user scenarios where advanced noise removal at UE is desired, in which case the application of FGS may not be relevant. ]   	Comment by Lee, Brian: Proposed initial text.
<Samsung comments>  
[Samsung] We understand the motivation for preserving artistic intent. However in scenarios where film grain was not originally present, we need a much stronger justification for introducing film grain on the decoder side. For example, currently one of the key selling points for UEs is advanced noise removal feature before encoding (e.g. low-light conditions). We don’t see a need to add back noise in such scenarios.
Even for the artistic intent use case, the ability to signal FGS parameters as supplemental information has existed for quite a few years. And UEs were free to implement the recommended processing. Are there example of services that have deployed (or plan to deploy) this technique?




6.7	Scenario 6: Film Grain Synthesis in 5G Video Services

6.7.1		Motivation and Use Cases

[Film grain synthesis & analysis has become an important topic in the video codec standards community as a tool to (1) create artistic intent and (2) mask visual artifacts / save data bandwidth in video distribution. This clause documents the findings on whether film grain synthesis is useful for the 5G Video scenarios defined in TR26.955 & provide relevant data points.]	Comment by Gabin, Frederic: E.g. text from the CR coverpage
[Public source code for use of film grain technologies for various use cases and video codecs, including HEVC, has been made available recently from several sources [ref].  Also, ISO/IEC and ITU-T have been documenting use of film grain technologies to improve compression efficiency of coded bitstreams (including HEVC) and have already performed preliminary subjective tests to quantify visual quality improvements attributable to film grain synthesis. See JVET Film grain synthesis technology for video applications [ref].]	Comment by Gabin, Frederic: From the WID

<Comment> Film grain viewing tests using subjective and objective methodologies for test sequences w.r.t. the 5G Video scenarios #1 Full HD streaming, #2 4k TV service will be conducted.  Then #4 social/online sharing and #5 online gaming will be looked at, along with new test sequence(s) specifically added for film grain synthesis effects, in order to show (1) artistic intent, (2) artifact masking / bandwidth saving. 
For online gaming scenario, the focus is going to be for streamed video and not on the video that is generated on the fly within the UE. 
As to the subjective evaluations of film grain effects, methodologies such as ITU-T P.910 and ITU-R BT.500-14 will be employed.  This study will also coordinate with JVET and MPEG AG5 as to related but independent testing of FGS that will be conducted with similar timing.  The evaluations of film grain effects will be conducted for the 4 5G Video scenarios listed above – depending on the results we may see that online/social sharing and online gaming scenarios are not appropriate to apply FGS. 

[In the JVET-AC2020-v2: “Film grain synthesis technology for video applications (Draft 4)”, Technical report draft, it is stated that: 
Film grain synthesis and modelling have diverse applications in video starting from content creation, compression, distribution, to end consumption.  A particular area of interest for film grain is the usage of Film Grain Characteristic (FGC) supplemental enhancement information (SEI) message which can be used as metadata along with any of ITU-T & ISO/IEC MPEG based AVC, HEVC or VVC coded video. The receivers can use the FGC SEI message to synthesize grain as per the specified parameters in the SEI and create the intended effect of the grain envisioned by the content creator or interim content distributor. Various use cases of FGC along with example implementations of film grain characterization and synthesis models are described in detail in the CD draft technical report - JVET-AC2020, “Film grain synthesis technology for video applications (Draft 4)” [5]]
<Removed FCG SEI specific text here to reflect Apple comment; we’ll draft a more appropriate text for this subclause. >[As FGC SEI based implementations are non-normative, the synthesized grain outputs of any two FGS implementations may not be identical (bit-exact) for the same FGC SEI applied on a decoded frame.  However, both the implementations are expected to have similar grain characteristics as conveyed in the SEI message to create the same intended perception of grain for human viewers. This makes it imperative to develop an FGS verification tool that can analyse and measure the grain characteristics and report possible deviations from the FGC parameters conveyed in the SEI as well as report other unintended, undesirable aftereffects such as mean luminance shift, colour shift, potential blocking artefacts introduced by grain, color saturation to name a few.]


<Apple comments>
· It might work better to say prior to all text copied from the JVET technical report (even if a placeholder) something like the following:
· 'In the technical report on Film grain synthesis technology for video applications it is stated that: 
"[Add text here indented and likely in italics to highlight that the text is coming from this technical report]"

· Btw, there are some issues with that text that I have raised also to the other editors of that technical report, but maybe that is not relevant to that discussion.
· We can provide suggested text also for section 6.7.1, but maybe it is better to discuss this during the meeting. Currently we would object with how this is written since this makes the work item not about Film grain in general but about the FGC SEI message. Note that the technical report also is not about the FGC SEI message only but about film grain in general. The same applies to other sections.

<Comment> Film grain viewing tests using subjective and objective methodologies for test sequences w.r.t. the 5G Video scenarios #1 Full HD streaming, #2 4k TV service will be conducted.  Then #4 social/online sharing and #5 online gaming will be looked at, along with new test sequence(s) specifically added for film grain synthesis effects, in order to show (1) artistic intent, (2) artifact masking / bandwidth saving. 

<Apple comments> 
· The contribution includes gaming applications, which is a real time application, and commonly involves screen content. Adding film grain on this would add delay and also visual artifacts that may deter from the experience. In certain games, noise may be seen as a distraction and may make the experience less “natural” or immersive. 
· For social sharing, even if that may involve sharing natural content, adding film grain might not always be desirable and in fact may also hurt the experience. From our experience, adding film grain noise on originally clean content resulted in a worse overall experience and the preference was to use other post-processing algorithms than film grain to improve quality. 
· There seems not to be any consideration so far on the overhead from adding film grain. If sent frequently (e.g. every frame), that overhead could potentially be significant especially for live applications.


6.7.4 Film Grain Synthesis Technologies 
<Comment>  WID objective 2.	Document relevant existing Film Grain Synthesis technologies that are not included in 3GPP today.
[In the JVET-AC2020-v2: “Film grain synthesis technology for video applications (Draft 4)”, Technical report draft, it is stated that:
[[FGS] technology can provide subjective quality benefits for certain video applications and, thus, could effectively achieve improved video compression. This can be achieved by commonly removing or reducing the amount of noise that is present in a video or image signal prior to compression and by resynthesizing and adding back an approximation of the removed noise, given a set of signalled parameters, during decoding. Such parameters can be signalled using appropriate mechanisms, such as the supplemental enhancement information messages that are supported by several video coding standards.]
<Comment> Add text about (1) generating film grain template, (2) randomization (initialization parameters, block size, offset randomness), (3) local adaptation, (4) deblocking, (5) blending.  A short description of the frequency filtering model and the autoregressive model.  The title of this clause may be “Film Grain Properties.”

6.7.4.1 Film Grain Technical Characteristics [75]
[In the JVET-AC2020-v2: “Film grain synthesis technology for video applications (Draft 4)”, Technical report draft, it is stated that:
With the advancements of digital camera sensors and their widespread utilization, the grainy look has been mostly eliminated. Although digital sensors have brought many possibilities in terms of visual quality and visual processing, the “film look” lives on among professionals and film enthusiasts. Within the new era, film grain has turned into a visual tool and not just a by-product of chemical processing as in the case of analogue film stock.
Note that the term film grain also includes synthetic film grain that is added in post-production to digitally captured high-value content for artistic effect or to mask imperfections in digital footage, which can otherwise look too sharp and clear sometimes. The term film grain can also be used to refer to image sensor noise, particularly in low light and high-speed captures.
Therefore, perception of moderate grain texture is a desirable, often sought after, characteristic in motion picture and video productions. Although the exact effect of the grain is not clear, it is considered a requirement in the motion picture industry to preserve the grainy appearance of images throughout the image processing and delivery chain. Intuitively, the presence of film grain helps to differentiate ‘real-world’ images from ‘computer-generated’ material, which are commonly created with no film grain. Furthermore, it is possible that film grain provides some visual cues that facilitate the correct perception of depth in two-dimensional pictures [6]. Even when movies are captured with digital cameras, artificial film grain is added at a post-processing stage to create a specific look, which artists qualify as “soft”, “organic”, or “living”. Synthetic film grain is also used to harmonize capture from different cameras, potentially mixing film and digital capture and different lighting conditions.
Film grain preservation during video distribution, and especially when targeting low bitrate applications, can be a challenging for two reasons. First, compression gains related to temporal prediction cannot be fully leveraged because of the random nature of the grain. Film grain noise is temporally independent, and as a result, motion compensation cannot be efficiently used for its prediction. Second, the grain commonly appears at high frequencies in the DCT domain, and it is typically filtered with other noise by in-loop filters, such as deblocking filters, or due to the quantization process [6]. This challenge is more severe with recent codecs, as bitrate gains have come along with noise elimination. In addition, introduction of pre-filtering in the video distribution chain can potentially remove film grain prior to compression. The use of quantization matrices [7],[8] could potentially assist in the preservation of some of the film grain within the video content, however this also can have severe limitations, especially at lower bitrates, and for streaming applications.]

6.7.5 Film Grain Characterization Methods, Performance Metrics and Subjective Testing Aspects
<Comment> Discuss potential characterization methods, performance metrics and subjective testing aspects for FGS performance evaluation.  This may include objective and subjective metrics such as those listed below.  Through experiments and tests we look forward to seeing whether any of these methods will be useful in evaluating FGS effects. 
· Objective tests: BRISQUE, NIQE, VMAF metrics, 
· For subjective tests – ITU-T P.910 recommendation subjective video quality assessment methods for multimedia applications will be used for the setup. 
<Apple comments>
· We need to be very careful when discussing soft conformance especially since currently we do not have any good metrics to measure FGS performance. Currently also manufacturers determine such conformance on their own and a new definition may make several existing implementations non-conforming. 
· There are currently several possible FGS models that could be used with HEVC, which could also be present in the same bitstream at the same time. In such a scenario, we likely would need to be very careful and to not enforce a preferred model. Clients/decoder manufacturers should likely have a choice on what model could be used. 
· The paper includes metrics that were never evaluated or are well known, and which are likely problematic when used for FGS evaluation. In particular, there is no evidence that VMAF, NIQE, and BRISQUE would be useful in this evaluation. NiQE and BRISQUE are non reference metrics and at least to our knowledge they have never been used to evaluate the performance of film grain or dithering. They also all seem to be luma only metrics. 
· It may be too early to define a preferred subjective evaluation process (and that may also end up being determined externally, e.g. in MPEG/JVET). For example, in MPEG, not only ITU-T P.910 (note the typo) is used, but also ITU-R BT.500-14.
· With regards to conformance, we think that discussing this topic at this stage may be too early. In addition we point to the following:
· There are currently several possible FGS models that could be used with HEVC, which could also be present in the same bitstream at the same time. In such a scenario, we likely would need to be very careful and to not enforce a preferred model. Clients/decoder manufacturers should likely have a choice on what model could be used. 


6.7.5.1 Film Grain Modelling

<Comment>  Draft text about film grain modelling will be added later. 

6.7.5.2 Film Grain Performance Metrics
<Comment>  Draft text about film grain template generation, randomization, block size, offset, local adaptation, deblocking, blending, etc. will be added later from JVET FGS Technical Report draft.  [75] 

6.7.5.3 Test Sequences for Film Grain Synthesis

<Comment> Describe the test sequences that are used for the FGS, analysis and verification. 
[Partial list of test sequences for FGS tests: more will be added later. 

	Content
	5G Video Scenario
	Source
	Online link
	License

	In To Tree 1080p 
	Full HD Streaming
	New content
	Xiph.org :: Derf’s Test Media Collection
	SVT Multi Format Test Set Version 1.0 (xiph.org)

	Old Town Cross 1080p
	Full HD Streaming
	New content
	Xiph.org :: Derf’s Test Media Collection
	SVT Multi Format Test Set Version 1.0 (xiph.org)

	Crowdrun 2160p
	4k TV
	New content
	Xiph.org :: Derf’s Test Media Collection
	SVT Multi Format Test Set Version 1.0 (xiph.org)

	Chimera  Dinner Scene 2160p
	4k TV
	New content
	S3 Bucket Listing Generator (netflix.com)
	download.opencontent.netflix.com.s3.amazonaws.com/Netflix_test_conditions/creative-commons-attribution-4-intl-public-license.txt

	BQTerrace 1080p
	Full HD Streaming
	New content
	ftp://jvet@ftp.ient.rwth-aachen.de
	These sequences and all intellectual property rights therein remain the property of NTT DOCOMO, INC. These sequences may only be used for the purpose of developing, testing and promulgating technology standards. NTT DOCOMO, INC. makes no warranties with respect to the sequences and expressly disclaims any warranties regarding their fitness for any purpose.

	Meridian 2160p
	4k TV
	3GPP
	Index of /129021/dash/WAVE/3GPP/5GVideo/ReferenceSequences/Meridian (dash-large-files.akamaized.net)
	download.opencontent.netflix.com.s3.amazonaws.com/Netflix_test_conditions/creative-commons-attribution-4-intl-public-license.txt



]
<Apple comment> Netflix Meridian, Chimera videos – copyright problem may exist for derivative content (with noise added).  
Netflix copyright information is available at: 
http://download.opencontent.netflix.com/?prefix=Meridian/
http://download.opencontent.netflix.com.s3.amazonaws.com/Netflix_test_conditions/Chimera_copyright.txt


6.7.6 Evaluation of Film Grain with HEVC 

<Comment> WID objective 3.	Provide evaluation using HEVC of the benefits/drawbacks of corresponding solutions, including film grain characteristics SEI message (ITU-T H.274) including performance results, complexity and implementation aspects, interoperability, system integration, etc. following the example in TR26.955 based on selected scenarios.
<Comment> Add text about how the subjective tests will be conducted with naïve viewers and with expert viewers for each scenario being tested, with and without FGS.  Consider adding dithering methods especially if test devices have relatively low grade specifications. 
<Comment> FGS tests will reuse many of the reference sequences for scenarios #1, #2, #4, #5.  There may be additional test sequences added if those are deemed beneficial for the purpose of testing and comparison. 
· NIQE (Naturalness Image Quality Evaluator) scores etc. assessment methodology to be used. 
· HM (HEVC reference encoder software) stream generation for testing – FHD – score computation being done.  4k TV streams work underway for subjective evaluation. 
<Apple comment> Question whether objective test methodologies are useful or relevant. 

<Qualcomm comments>
Proposed Scenario and evaluation framework
In order to evaluate the performance and justify potential benefits a qualitative and quantitative analysis on what would be the costs and benefits would be needed. 
	#
	Parameter
	Definition

	1
	Scenario name
	

	2
	Motivation for the scenario
	

	3
	Description of the scenario
	

	4
	Supporting companies and 3GPP members
	

	5
	Source format properties
a. Spatial resolutions
b. Chroma Format
c. Chroma Subsampling
d. Aspect ratios
e. Frame rates
f. Colour space formats
g. Transfer Characteristics
h. Bit depth
i. Other signal properties
	

	6
	Encoding and decoding constraints and settings: Typical encoding constraints and settings such as
a. Relevant Codec and Codec Profile/Levels according to TS26.116 and TS26.511.
b. Random access frequency
c. Error resiliency requirements
d. Bitrates and quality requirements
e. Bitrate parameters (CBR, VBR, CAE, HRD parameters)
f. ABR encoding requirements (switching frequency, etc.)
g. Latency requirements and specific encoding settings
h. Encoding context: real-time encoding, on device encoding, cloud-based encoding, offline encoding, etc.
i. Required decoding capabilities
	

	7
	Performance Metrics and Requirements
a. A clear definition on how the performance needs to be evaluated including metrics, etc addressing the main KPIs of the scenario. 
b. Objective measures such as PSNR, VMAF, etc, may be used.
c. Subjective evaluation is not excluded and may be done, but needs commitment
	

	8
	Interoperability Considerations for the application
a. Streaming with DASH/HLS/CMAF
b. RTP based delivery
	

	9
	Test Sequences
a. A set of selected test sequences that are provided by the proponents in order to do the evaluation. They should cover a set of source format properties
	

	10
	Detailed test conditions:
a. Provides a proposal for detailed test conditions, for example based on a reference software together with the sequences and configuration parameters.
	

	11
	External Performance data
	

	12
	Additional Information
	



An independent scenario for FGS may be defined.
In order to kick off evaluation, initial focus should be on 
1. 5 Source format properties
2. 7 Performance Metrics and Requirements
3. 9 Test Sequences
4. 10 Detailed test conditions

Note that the evaluation does not necessarily have to be as detailed as in TR 26.955, relying on external performance data is good. However, it should be possible to understand if and how the information fits into the 3GPP relevant use cases. Repeatability should also be considered. If JVET completes such an evaluation, this would be preferable.

<Apple comments>
a) Encode appropriately selected content at either 1080p or 4K resolution using HEVC without any use of film grain synthesis technologies (exact parameters to be determined, e.g. use of rate control, adaptive quantization, coding structures, quantization matrices, etc) at bitrates A, B, C, D (or fixed QP if that is what we decide).

b) Encode the same content after denoising them using an appropriately selected denoising scheme (TBD), estimating and synthesizing noise with 1 or more film grain synthesis methods (e.g. Frequency based or Autoregressive models of the HEVC Film Grain Characteristics SEI message), and associating the encoded bitstreams with appropriate metadata. Encoding shall be done at the same bitrates as the encodings in (a) (or same QPs or resulting bitrate from fixed QP encodings; using similar parameters).
 
Evaluation then is expected to be performed by comparing the bitstreams in (a) with the bistreams in (b) after decoding them and synthesizing+ adding the noise that the associated metadata indicates.

c) Same as test (a) + add dithering (or similar) after decoding. <Samsung comment>

<Apple comment>
In addition, explore tests about adaptive streaming and if the current design can handle appropriately resolution changes.

<Samsung comment>
we think that it is critical that the group agrees on the testing methodology before any visual tests are conducted.


6.7.6.1 Film Grain Synthesis Bitstream Verification 

<Initial placeholder text below – details will evolve and change as experiments, initial test results become available.>
[Create a set of HEVC coded FGC SEI test bitstreams to used as verification suite with following features:
a. FGC SEI messages to test following features: 
i. Frequency Filtering model (FFM)   
ii. Auto-Regressive model (ARM)
iii. Only Additive blending mode in initial verification suite. Multiplicative blending mode to be added later. 

b. Use synthetic test video such as color bars, graded ramp patterns, video with flat areas of different block sizes and different intensity intervals for ease of test verification.

c. Video sizes, frame rates and bit depths:
i. Resolution: (360p, 480p,) 720p, 1080p, 2160p
ii. Frame rates: 24, 30, 50, 60, (120)
iii. Bit Depth: 8 and 10
iv. SDR only.  (HDR may be added later) 
v. Chroma formats: YUV420, (YUV422, YUV444) 

d. Use of HM (and/or X265) reference software to generate FGS SEI bitstreams for random access configuration.]


<Apple comment> – Premature to discuss verification details. 

6.7.6.2 FGS Verification Tool Specifications 
<Comment>  Some high level considerations for the FGS verification tool:
· Develop FGS software utility that may contain these features: 
·  Modular design where new features may be added later, 
· Initial software planned to be single threaded application, 
· Software will support analysis & assessment of the following grain characteristics: 
· Frequency filtering model (FFM) and autoregressive model (ARM). 
· Support additive blending mode.  Multiplicative blending mode to be added later. 
· Software will detect deviations of measured film grain parameters that go beyond acceptable deviations (beyond the user-configured limits).  Also detect unintended mean luminance shift (Y shift) / mean chrominance shift (UV shift). 

6.7.6.3	FGS Verification Procedure

<Comment>  The figure and text below is the initial placeholder content, subject to further changes/edits. 
Decoding
Film grain synthesis
Coded video bitstream containing film grain model parameters in FGC SEI
Decoded video
Film grain model parameters
Decoded video with simulated film grain








The above fiture shows a decoding process along with the film grain synthesis post-processing. At the decoder, the film grain model parameter values are parsed and input to a film grain synthesis process that generates simulated film grain and blends the grain with the decoded video to output decoded video with simulated film grain.

<Comment> A follow-on block diagram and text will be added to describe the grain verification procedure, using the decoded video. 
Decoding
Film grain synthesis
Coded video bitstream containing film grain model parameters in FGC SEI
decoded video
Film grain model parameters
decoded video with simulated film grain
Film grain verification software
Film grain model parameters
Film grain verification test results 















6.7.4		Potential UE Requirements

<Comment> This clause discusses the potential UE requirements to enable FGS in a consistent and interoperable way. Different views exist in if/how any soft conformance may be developed for UE’s. 

<Apple comment>
· We need to be very careful when discussing soft conformance especially since currently we do not have any good metrics to measure FGS performance. Currently also manufacturers determine such conformance on their own and a new definition may make several existing implementations non-conforming. 

<Qualcomm comments>
In a possible specification for requirements, what could be done is the following: 
· 3GPP Film grain synthesis reference process (possibly by reference to JVET)
· Process to verify "not having perceptually significant differences" to 3GPP Film grain synthesis reference process (possibly by reference to JVET)
· Receiver Requirements: 
· Either
· 3GPP Film grain synthesis reference process implemented, or
· not having perceptually significant differences to 3GPP Film grain synthesis reference process
· Making sure that available receiver implementations meet the receiver requirements
· In 3GPP, this could be a new specification or an Annex to an existing specification TS 26.116


6.7.5		Interoperability Considerations on a System Level

<Comment> WID objective 7.	Identify relevant interoperability and system level aspects to potentially support Film Grain Synthesis.  Aspects about MPEG systems standards etc. that are directly related to the FGS technologies will be described and referenced here. 

6.7.7		Conclusions 

<Comment> Concluding summary of the findings from the FGS tests for 5G Video scenarios #1, #2, #4, #5, and a potential way forward.

