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[bookmark: _Toc135909651]Introduction
At SA plenary # 100 a study item FS_AVATAR was agreed in document SP-230544.
Among the objectives of the study is to document use cases for avatars, to study and to document the network procedures and to investigate integration of avatars into RTC services and impact thereof on 5G-RTC architecture. Identifying and extracting avatar-related use cases and requirements as defined in TR 22.856 [1] is also an objective of the study. In this paper we present use cases of conversational real-time animated avatar-based communication. These use cases relate to the above-mentioned objectives of the study as well as use-case in clause 5.11 of TR 22.856 and may be applicable to other use cases in TR 22.856 e.g., those in clauses 5.16, 5.18 etc. The use cases listed below have been agreed as basis for further work in the IBACS work item and are documented in clause 4.2 of IBACS PD v0.4. 

AR call with real-time animated avatars
Avatars are defined in TR 22.856 as a digital representation specific to media that encodes facial (possibly body) position, motions and expressions of a person or some software generated entity. As digital representations of a user’s face, avatars may range from photorealistic to cartoonish in their likeness to the user. Users may participate in AR calls as 3D avatars. 3D avatars can be represented, rendered, and animated using 3D models.

3D modelling of real-time objects can be done from a series of images of the object captured from different angles. The same approach can be used to generate 3D models of a human, these images may be provided by the user by capturing while moving the camera or by capturing with multiple cameras. 

A 3D model of a humanoid can be represented using a 3D representation format, e.g., glTF. The representation contains vertices and associated mesh. Skinning, or rigging, is a technique used for animating a 3D object.  A skin is created when a 3D model is bound to a skeleton.  The skeleton is a hierarchical representation of joints.  Each joint is bound to a portion of the mesh/point cloud, and a skin weight is assigned to the corresponding vertices.  The weight determines the influence of the skeletal joint transformation on each vertex (in case of mesh) or point (in case of point cloud) when the joints move.  

To animate a 3D model, motion signals based on the user’s movement can be generated. The method for generating motion signals depends on the implementation, two possible methods are provided in clauses 2.1 and 2.2. In the first method, the UE or a media function entity in the 5G network compares the views of the input cameras to the views rendered from the 3D model using the same camera configuration.  The rendered 2D views overlaid with the actual views display a transformation that may be encoded as motion signals. 

In the second method, the sender performs real-time human segmentation on the views from one or more input cameras.  For example, the KINECT® Azure supports this out of the box.  The segmentation provides the joint transformations in 2D space, which may be converted into a 3D signal, if the camera configuration is known.  If multiple cameras perform the joint tracking, the 3D joint transformations for different views may be combined to achieve better 3D motion tracking. For example, averaging of motion vectors per joint could be performed to improve the quality of the joint motion signal. 

[bookmark: _Toc135909652]5G Network assisted 3D modelling and skinning

Figure 2.1.1 shows a call flow where the 5G Network (using a media function e.g., an RTC-AS, an MRF or an MCU) assists in creating a 3D model and motion signals from images received from UE1 and delivering it to UE2. The call flow is shown as unidirectional for clarity but can work also as bi-directional. 5G media function assistance alleviates the need for UE1 to process the images itself. 


 
Figure 2.1.1: Call flow for avatar-based AR call with 5G Network assistance for model and motion signal generation.

A:
1. A session is established between UE1, Media Function and UE2 and parameters of the session are negotiated.  This may include exchanging capability information, media and metadata descriptions and formats, resource discovery etc. The involved entities agree on assignment of avatar generation, animation tasks and media requirements.
B:
2. The media function prepares a scene description or acquires one, e.g., from a repository of scene descriptions.
3. The media function shares the initial scene description with UE1 and UE2.
C:
4. A scene update trigger occurs, e.g., if an object is added to or removed from a scene or if spatial information is updated. The update trigger may originate from the Media Function itself or the UEs. Here we show UE1 as the source of the trigger as an example.
5. The media function generates a scene description update for the session based on the scene update trigger.
6. The media function shares the scene description updates with the UEs.
D:
7. UE1 sends source images (e.g., RGB or RGB-D streams) to the media function as an image or video stream. The media description of the streams contains the camera configuration as well.   
8. The media function processes the received images to create a rigged 3D model. 
9. The media function delivers the 3D model to UE2. 
10. UE1 continues sending source images (the stream in Step 7 and Step 10 are the same). 
11. The media function uses the 3D model and the new images to create motion signals i.e., transformation information. 
12. The media function delivers the motions signals to UE2.  
13. UE2 renders the 3D model with animation based on motion signals. 

Figure 2.1.2 shows a call flow where a 5G Network Media Function assists in creating a 3D model from images received from UE1 and delivering it to both UEs. The call flow is shown as unidirectional for clarity but can work also as bi-directional. UE1 creates joint transformations to capture user motion locally on the device and sends motion signals to UE2. 



Figure 2.1.2: Call flow for avatar based AR call with 5G Network assistance for model generation.
A, B, C contain Steps 1 to 6 which are the same as in Figure 2.1.2 The remaining steps are defined below.
7. UE1 will send source images (e.g., RGB or RGB-D streams) to the media function as an image or video stream. The media description of the streams contains the camera configuration as well.  
8. The media function processes the received images to create a skinned 3D model. 
9. The media function delivers the 3D model to UE2. 
10. The media function delivers the 3D model to UE1. UE1 can stop sending images once the model is generated. The model is rigged already to a human skeleton.  
11. UE1 creates motion signals based on the motion of the user for the 3D model. 
12. UE1 delivers the motions signals to UE2 via media function. 
13. UE2 renders the 3D model with animation based on motion signals. 
[bookmark: _Toc135909653] 5G Network assisted 3D model loading and animation
In order to reduce session establishment time and computational load, generation of 3D models is not necessary for every session, the avatar data can be generated offline. UEs can preload previously generated models, and the generation steps only need to be performed once. The avatar data (e.g., 3D mesh) can be stored on a UE or cloud server. The media function can load a 3D model of an avatar for a UE and assist in avatar animation. 

The step of delivering a 3D model may include a delivering a 3D mesh and one or more textures, and it can be rendered with user view. 

Figure 2.2.1 shows a call flow where a media function preloads a 3D model and extracts facial expression or motion signals from images received from UE1 and delivers it to UE2. The call flow is shown as unidirectional for clarity but can work also as bi-directional. 5G Network assistance alleviates the need for UE1 to process the images itself. 



Figure 2.2.1: Call flow for avatar based AR call with 5G Network assistance for model loading, motion signal and expression creation, and animation.

A, B, C contain Steps 1 to 6 which are the same as in Figure 2.1.2 The remaining steps are defined below. The remaining steps are defined below.

7. The media function loads a 3D model for UE1 for preparing the avatar call.
8. UE1 sends source images (e.g., RGB or RGB-D streams) to the media function as an image or video stream. The media description of the streams contains the camera configuration as well.   
9. The media function processes the received images to create expression or motion signals during the session. 
10. The media function animates the 3D model based on expression or motion signals. 
11. The media function delivers the 3D model to UE2.  
12. The media function delivers the 3D model to UE1. Steps 11 and 12 need not be ordered and the media function can deliver the 3D model to UEs simultaneously. 
13. UE2 renders the 3D model with user view.

Figure 2.2.2 shows a call flow where a media function prepares a 3D model and UE1 creates facial expression or motion signals and delivers them to the media function. The call flow is shown as unidirectional for clarity but can work also as bi-directional.


Figure 2.2.2: Call flow for avatar based AR call with 5G Network assistance for model animation.

A, B, C contain Steps 1 to 6 which are the same as in Figure 2.1.2. The remaining steps are defined below. The remaining steps are defined below.

1. The media function loads a 3D model for UE1 for preparing the avatar call.
2. [bookmark: _Toc135909654]UE1 processes captured images to create expression or motion signals during the session. 
3. [bookmark: _Toc135909655]UE1 delivers the expressions or motion signals to the media function. 
4. The media function uses the 3D model and the expressions or motion signals to animate 3D model. 
5. The media function delivers the 3D model to UE2.  
6. UE2 renders the 3D model with user view.

If avatar can be animated with expression or motion signals in the UE, the media function can deliver a pre-generated non-real-time 3D model to UE1. UE1 can directly create an animated 3D model and stream it to the UE2. Figure 2.2.3 shows this scenario.



Figure 2.2.3: Call flow for avatar-based AR call with 5G Network assistance for model loading.
A, B, C contain Steps 1 to 6 which are the same as in Figure 2.1.2. The remaining steps are defined below. The remaining steps are defined below.

7. [bookmark: _Toc135909656]5G Network will send the non-real-time 3D model to UE1. The model is rigged already to a human skeleton.   
8. [bookmark: _Toc135909657]UE1 processes the images to create expression or motion signals during the session. 
9. UE1 renders the 3D model with animation based on the signals. 
10. UE1 delivers the 3D model to UE2 via media function. 
11. UE2 renders the 3D model with user view. 

Requirements
Based on the above call flows, an 5G Network-assisted 3D avatar conversational AR call has the following requirements: 
1. An indication for generation or pre-loading of a 3D model by the 5G Network, including an indication that the 5G Network can further create motion signals. This negotiation would include the media properties of the image stream provided by the source (sender UE). 
2. A media format for the source images. Any existing encoded video/image streams can be used for this purpose. Furthermore, a volumetric video stream may be used as well. 
3. Transport and format for the expression or motion signals. 

Proposal
Agree section 2 into the TR for FS_Avatar. 

References
1. 3GPP TR 22.856 V2.0.0: " Feasibility Study on Localized Mobile Metaverse Services", 2023.06.
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