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1. [bookmark: _Toc504713888]Introduction
In the previous meeting, observation points and AR/MR QoE metrics are defined in the TR 26.812 v0.5 [1], but some editor’s notes are left for further decision, which needs to be resolved. 
In this paper, we propose to resolve and remove the editor notes based on the current progress of TR 26.812 and the progress of MeCar WI.
1. Discussion on Observation Points
1. In the TR 26.812 v0.5 [1], we already added the external information on QoE metrics for AR and XR services, including relater information from ITU-T, IEEE and MPEG in clause 4. There are no relevant external information on QoE Metrics for AR and XR services input yet. Hence, it’s proposed to remove the editor’s note in the clause 4.3 as shown below.

Editor’s Note: Collect relevant external information on QoE Metrics for AR and XR services, for example taking into account information in ITU-T, MPEG or other groups dealing with quality measurements, include device related QoE metrics, network transmission related QoE metrics, content handling related QoE metrics, and other immersiveness/presence related QoE metrics.
2. Observation point 1 ~ Observation point 4 defined in the TR 26.812 are for the aim of parameters monitoring, then some of monitored parameters may be composed of QoE metrics.
1) For the Observation Point 1, it’s found that registration latency has been identified as one of the AR/MR QoE metrics, which indicates the time from the application is started until the 3D reconstructed map is obtained by the XR runtime and it can be observed in the OP-1. So the “Mapping latency for reconstructing the surrounding space” can be changed to “Registration latency” and the editor’s note in clause 6.2.1.7 as shown below can be removed.

Editor’s Note: the applicability of these parameters is TBD
-	Mapping latency for reconstructing the surrounding space]
Editor’s Note: Additional parameters to be monitored in OP1 are FFS. 
Since there are no QoE metrics defined based on Observation point2 ~Observation point 4 yet, so the parameters that can be monitored by OP2~OP4 can be supplemented in TR 26.812 for information later.
2) For Observation point 2, it is equal to the IF-9 interface defined in TS 26.119 v0.2 [2]. In the MeCar PD v8.0.0 [3], it’s illustrated that IF-9 is for example described as part of a glTF2.0 presentation. Thus what parameters can be monitored by the OP2 can be aligned with the glTF2.0 and the progress of MeCar WI in the TR 26.812, and the following ENs can be removed and updated.

Editor’s Note: the applicability of these parameters is TBD
-	Scene update latency
-	FOV
-	Viewport
-	Viewport error for rendered objects]
Editor’s Note: Additional parameters to be monitored in OP2 are FFS. 
3) For Observation point 3, it is equal to the IF-4 interface defined in TS 26.119 v0.2. In the MeCar PD v8.0.0, it’s illustrated that the MeCAR specification would define operation points for immersive video in IF-4. Thus what parameters can be monitored by the OP3 can be aligned with the progress of MeCar WI in the TR 26.812, and the following ENs can be removed and updated.

Editor’s note: the applicability of these parameters is TBD
-	Media resolution 
-	Media codec
-	Media decoding time
-	Average throughput]
Editor’s Note: Additional parameters to be monitored in OP3 are FFS. 
4) For Observation point 4, it is equal to the IF-3 interface defined in TS 26.119 v0.2. In the MeCar PD v8.0.0, it’s illustrated that IF-3 is expected to be defined in TS 26.119 as a reference. Thus what parameters can be monitored by the OP4 can be aligned with the progress of MeCar WI in the TR 26.812, and the following ENs can be removed and updated.

Editor’s note: the applicability of these parameters is TBD
-	Poses
-	Sensor information]
Editor’s Note: whether observation point 4 shares the same information with the observation point 1 is FFS.
Editor’s Note: Additional parameters to be monitored in OP4 are FFS. 
Editor’s Note: Identification of relevant XR QoE Metrics and their impacts on the user experience. Define the relevant observation points and define the measurement and derivation of relevant XR QoE metrics in the device architecture based on MeCAR.
1. Proposed changes
[bookmark: _Toc128059550][bookmark: _Toc128060246]
Change #1 
[bookmark: _Toc119408429][bookmark: _Toc128059549][bookmark: _Toc138753022]4.3	AR/MR QoE related work in MPEG
MPEG has defined a series of standards for immersive media with a project of MPEG-I (ISO/IEC 23090 Coded Representation of Immersive Media). It contains 26 parts related with immersive media components. In the part 6, the immersive media metrics and the measurement framework are specified in ISO/IEC 23090-6:2021 [14]. This standard also includes a VR client reference model with observation and measurement points for collection of the metrics. The immersive media metrics in [14] are listed as below: 
-	Rendered FOV set metric
-	Display information set metric
-	Rendered viewports metric
-	Comparable quality viewport switching latency metric
In addition, Viewpoint Mismatch Duration Metric is also agreed to be added into the specification ISO/IEC 23090-6 [15].
Furthermore, the following metrics are defined in ISO/IEC 23090-6 AMD1 [16] and proposed in ISO/IEC 23090-6 AMD2 [17]:
-	Omnidirectional Viewpoint Switching Latency metric [16]
-	V3C Viewpoint Switching Latency [16]
-	Viewpoint Switching Latency [17]
All the 8 immersive media metrics are defined for the VR service based on VR client model, not relevant to AR/MR QoE metrics.
Editor’s Note: Collect relevant external information on QoE Metrics for AR and XR services, for example taking into account information in ITU-T, MPEG or other groups dealing with quality measurements, include device related QoE metrics, network transmission related QoE metrics, content handling related QoE metrics, and other immersiveness/presence related QoE metrics.

End of Change #1 
[bookmark: _Toc128059551][bookmark: _Toc128060247]
Change #2 
[bookmark: _Toc138753037]6.2.1.7	Parameters monitored by OP1
To summarize, observation point 1 is defined to monitor:
-	Viewer pose
-	Projection parameters 
-	Camera information
-	Gesture
-	Body action
-	Tracking position prediction parameters
-	Pose prediction parameters
Editor’s Note: the applicability of these parameters is TBD
-	Registration latencyMapping latency for reconstructing the surrounding space]
Editor’s Note: Additional parameters to be monitored in OP1 are FFS. 
[bookmark: _Toc128059558][bookmark: _Toc138753038]6.2.2	Observation Point 2
Scene Manager is a set of functions that supports the application in arranging the logical and spatial representation of a multisensorial scene based on support from the XR Runtime. XR Scene Manager has access to the latest pose and tracking information from the XR Runtime which is then provided. Based on this information, the Scene Manager may for example determine the objects visible to the user at a given point in time or more generally the objects that may be needed to be rendered in the next rendering cycles.
Media Access Function is a set of functions that enables access to media and other XR-related data that is needed in the Scene manager or XR Runtime to provide an XR experience. The media access function accesses the network resources or sends data to the network using the established media pipelines.
Observation point 2 is derived from the API which exchanges information between Scene Manager and Media Access Function and is defined to monitor:
Editor’s Note: the applicability of these parameters is TBD
-	Scene update latency
-	FOV
-	Viewport
-	Viewport error for rendered objects]
Editor’s Note: Additional pParameters to be monitored in OP2 are FFS, which can be aligned with MeCar WI TS 26.119. 
[bookmark: _Toc128059559][bookmark: _Toc138753039]6.2.3	Observation Point 3
Observation point 3 is derived from the API which exchanges information between Media Access Function and 5G System and is defined to monitor:
Editor’s note: the applicability of these parameters is TBD
-	Media resolution 
-	Media codec
-	Media decoding time
-	Average throughput]
Editor’s Note: Additional pParameters to be monitored in OP3 are FFS, which can be aligned with MeCar WI TS 26.119. 
[bookmark: _Toc128059560][bookmark: _Toc138753040]6.2.4	Observation Point 4
Observation point 4 is derived from the API which exchanges information between XR Source Management and Metrics Access Functions and is defined to monitor:
Editor’s note: the applicability of these parameters is TBD
-	Poses
-	Sensor information]
Editor’s Note: whether observation point 4 shares the same information with the observation point 1 is FFS.
Editor’s Note: Additional pParameters to be monitored in OP4 are FFS, which can be aligned with MeCar WI TS 26.119. 
Editor’s Note: Identification of relevant XR QoE Metrics and their impacts on the user experience. Define the relevant observation points and define the measurement and derivation of relevant XR QoE metrics in the device architecture based on MeCAR.

End of Change #2 

1. Proposal
We propose to agree to include the proposed changes in clause 3 to the TR for ARMRQoE [1].
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