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1. [bookmark: _Toc504713888]Introduction
In the ARMRQoE TR [1], the section 6.3.2 defines the two metrics Scene startup latency and Interaction latency. An important stage involved in both metrics is the AR anchoring. 
The concept of AR anchoring has been defined based on trackable and anchor entities to establish the pose of the virtual objects in the user real environment.
A trackable is a model of an element of the real world of which features are available and/or could be extracted. Each trackable provides a local reference space in which an anchor pose can be expressed. 
An anchor corresponds to a real-world pose, identified using one or more trackables. Each anchor provides a local reference space in which a pose can be expressed. This local reference space is derived from the trackable local reference space using a pre-defined 3D transformation.
Trackable and anchor entities are mentioned in the ETSI Augmented Reality Framework (ARF) Part 2 requirements [2].
AR anchoring has an impact on the user experience, for example, a virtual object may not be correctly positioned in the user's real environment. New metrics need to be defined to measure the QoE of the AR anchoring.
In this paper, we propose to add the Anchor Detection-to-Render-to-Photon (ADRP) latency metric which corresponds to the delay between the time of the anchor pose request leading to the detection of the trackable and the time when the virtual content is displayed in the user’s real environment. We also present a procedure for measuring the metrics implemented with functions from OpenXR.

1. Proposed changes
 
===== CHANGE #1  =====

[bookmark: _Toc135944310]6.3.X	Anchor Detection-to-Render-to-Photon (ADRP)
This metric corresponds to the delay between the time of the anchor pose request leading to the detection of the trackable and the time when the virtual content is displayed in the user’s real environment.
6.3.X.1	Retrieval of the AR anchoring information
Once the Scene description file is received by the UE, the scene manager parses the file and retrieves the AR anchoring information required for that AR experience.
The AR anchoring information consists of:
· The different types of trackable to be supported.
· For each trackable, the spatial relationship between the trackable, its related anchor and the virtual content to be anchored.
· Some optional metadata specifying how to handle the AR anchoring process at runtime.
· E.g., displaying or not the virtual content at a default location until the trackable is detected, defining a minimum available space in the user’s real environment to allow the anchoring of virtual content.

Several anchors may be defined in one scene to anchor different virtual content.
For example, the MPEG-I Scene Description CDAM2 [3] detailed and specified an extension to carry the AR anchoring information in a glTF file.
From a QoE metric perspective, the most relevant AR anchoring information is the type(s) of trackable(s) required for that AR experience as some types of trackable may not be supported locally in the UE, leading to an Edge delegation for the spatial computing function for that trackable. This delegation has a direct impact on the configuration and the measurement of ADRP metric.
There may be several anchors in a scene. The QoE metric should be measured for each anchor.

6.3.X.2	Measurement of the Anchor Detection
This step occurs each time a detection process of the trackable related to that anchor needs to be launched.
Typically, it occurs:
· At the beginning, after the anchor creation and after a potential first adjustment of the AR anchoring process
· When the trackable associated with that anchor was not visible and becomes visible again.

To measure the ADRP with the Khronos OpenXR API [22]:
· The ADRP start time which corresponds to the time of the anchor pose request leading to the detection of the trackable. The xrLocateSpace() function is used to request an anchor pose at a current or predicted time. The flags XrSpaceLocationFlags in the XrSpaceLocation structure returned by the xrLocateSpace() function are used to check the trackable detection state:
· The detection of the trackable corresponds to ((XR_SPACE_LOCATION_POSITION_VALID_BIT Flags is set) AND (XR_SPACE_LOCATION_POSITION_TRACKED_BIT Flags are changed from unset to set)) AND ((XR_SPACE_LOCATION_ORIENTATION_VALID_BIT Flags is set) AND (XR_SPACE_LOCATION_ORIENTATION_TRACKED_BIT Flags are changed from unset to set))
· The ADRP end time which corresponds to the predicted display time for that frame as returned by the xrWaitFrame

The measurement procedure of the ADRP for UE device with local spatial computing is provided in Figure X. 
[image: ]
[bookmark: _Ref139908533]Figure X: The procedure for measuring the ADRP with local spatial computing

1. The Scene Graph Handler requests the pose of the anchor to the XR Spatial Compute function. The UE records the anchor-pose-request-time.
2. The XR Spatial Computing function detects the anchor.
3. The XR Spatial Computing function sends the anchor pose to the Scene Graph Handler. The UE records the anchor-detection-time.
4. The UE updates the scene by enabling the virtual assets related to that anchor and by placing them with respect to the detected anchor pose.
5. The UE records the render-start-time when the updated scene is ready to be rendered.
6. The UE renders the scene with the predicted pose related to the predicted display time provided by the XR Runtime.
7. The UE records the render-end-time when the rendering task is done. The rendered frame is provided to the XR Runtime.
8. The XR Runtime performs further post-processing such as late pose correction and final composition.
9. The rendered frame is presented to the display. The UE records the presentation-time.

Based on this ADRP measurement procedure, the UE can measure the ADRP as follows:
ADRP for that anchor = presentation-time – anchor-pose-request-time


===== END of CHANGE #1  =====

1. Proposal
We propose to include the proposed changes in clause 6.3 to the TR for ARMRQoE [1].
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