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1. [bookmark: _Toc504713888]Introduction

The trackable pose prediction is related to the concept of AR anchoring based on trackable and anchor entities to establish the pose of the virtual objects in the user real environment. 
A trackable is a model of an element of the real world of which features are available and/or could be extracted. Each trackable provides a local reference space in which an anchor pose can be expressed.
An anchor corresponds to a real-world pose, identified using one or more trackables. Each anchor provides a local reference space in which a pose can be expressed. This local reference space is derived from the trackable local reference space using a pre-defined 3D transformation as illustrated on Figure 1.
Trackable and anchor entities are mentioned in the ETSI Augmented Reality Framework (ARF) Part 2 requirements [2].
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[bookmark: _Ref141187151]Figure 1:spatial relationships between trackable, AR anchor and virtual asset

[bookmark: _Hlk141888205]In the ARMRQoE TR [1], section 6.2.1.5 defines the “tracking position prediction parameters” and section 6.3.3 defines the “tracking position prediction error”.
In this paper, we propose to rename both sections to “Trackable pose prediction” parameters/error because they deal with the pose prediction of a trackable by means of the detection and tracking of that trackable. Moreover, the pose is a combination of a position and an orientation.
The viewer pose prediction is defined in section 6.2.1.6 of the ARMRQoE TR [1].
1. Proposed changes
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===== END of CHANGE #1  =====

===== CHANGE #2  =====
[bookmark: _Toc135944301]6.2.1.5	Trackableing poseition prediction parameters
Trackable ing poseition prediction parameters includes space location information.
Section 7.4 of Locating Spaces in OpenXR [22] clarifies that applications use the xrLocateSpace function to find the pose of an XrSpace’s origin within a base XrSpace at a given historical or predicted time. 
The structure of xrLocateSpace is describe as below [22]:
XrResult xrLocateSpace(
    XrSpace                                     space,
    XrSpace                                     baseSpace,
    XrTime                                      time,
    XrSpaceLocation*                    location);
The detailed parameters description are listed as below:
-	space identifies the target space to locate.
-	baseSpace identifies the underlying space in which to locate space.
-	time is the time for which the location should be provided.
-	location provides the location of space in baseSpace.
It also described that for a time in the past, the runtime should locate the spaces based on the runtime’s most accurate current understanding of how the world was at that historical time. For a time in the future, the runtime should locate the spaces based on the runtime’s most up-to-date prediction of how the world will be at that future time. The minimum valid range of values for time are described in Prediction Time Limits. With respect to backward prediction, the application can pass a prediction time equivalent to the timestamp of the most recently received pose plus as much as 50 milliseconds in the past to retrieve accurate historical data. 
Trackableing poseition prediction parameters may be monitored or observed via the OP1.

===== END of CHANGE #2  =====

===== CHANGE #3  =====
[bookmark: _Toc135944310]6.3.3	Trackableing poseposition prediction error
This metric belongs to the device part, which mainly depends on the trackableing poseposition prediction accuracy.  
Trackableing poseposition prediction error mainly refers to the relative poseition error which indicates the deviation of the relative poseition in the real world and the predicted poseition. This can be observed at OP-1 and derived by comparing the predicated spaces locations and real space locations, and detailed QoE metric is defined in the Table 6.3.3-1.

Table 6.3.3-1: Tracking position prediction error
	Key
	Type
	Description

	TrackableingPoseitionPredictionErrorSet
	Set
	Set of trackableing poseition prediction error.

	
	Entry
	Object
	

	
	
	Time
	Integer
	The time for which the location should be provided.

	
	
	SpacePredictionError
	Set
	The deviation between the actual and predicted space location.



Note that the actual location may not be known in an XR session.


===== END of CHANGE #3  =====

1. Proposal
We propose to include the proposed changes in clauses 2, 6.2.1.5 and 6.3.3 to the TR for ARMRQoE [1].
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