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1 [bookmark: _Toc504713888]Introduction
It was agreed at the SA4-122 meeting to select one or several frameworks and/or libraries and a list of models as a baseline to conduct the traffic characteristics measurement on AIML data.

This contribution discusses candidate frameworks/libraries and details the characteristics of the most popular frameworks, namely TensorFlow/Keras and PyTorch. 
2 Discussion
2.1 Framework/Libraries
2.1.1 Main AI/ML frameworks 
An AI/ML framework brings a set of services which are interfaces, libraries or tools. They are used to create models, train them and/or to infer input data and deliver a prediction.
Hereafter is a short list:
1. TensorFlow
2. PyTorch
3. Caffe
4. Keras
5. MXNET
6. Darknet

Some frameworks are especially designed for on-device (Mobile Phones) deep Learning, we may present the two main ones:
1. TensorFlow Lite [1]
2. PyTorch Live [2]


Note: Keras is running on top of TensorFlow, and both together provide a high-level APIs to make a more user-friendly framework. For the rest of the document TensorFlow and Keras frameworks are considered as one entity noted TensorFlow/Keras.

2.1.2 AI/ML Libraries 
AI/ML frameworks can be completed and enriched with libraries, for example to provide optimization and compression tools such as:

· NNC detailed clause §6.5.7
· AI Model Efficiency ToolKit (AIMET) clause §6.6. 

Both libraries support TensorFlow/Keras and PyTorch environments.
2.2 Framework selection criteria 
The selection can be done on different criteria, for example:
1. Popularity / widely used.
a. the framework is often referenced in scientific papers and as such is recognized as an efficient and easy-to-use framework.
b. the framework is widely used in industry.
2. Libraries and tools available (compression, quantization,…)
a. Pruning, quantizing, entropy coding are provided through internal or external libraries.
3. Hardware accelerator support 
a. The framework shall provide a set of HW acceleration APIs to access GPU, TPU, etc …
4. Supported models.
a. The framework can rely on a large variety of models.
b. Popular models as listed in doc ?? are available from the framework.
5. Langage 
a. What is the framework language? Python, others?
6. Supported format.
a. Which format does the framework support?
b. Does it support ONNX? NNEF? Both of them? And does it provide some conversion facilities?
7. Split function
a. Does the framework provide some split APIs?
8. Mobile or on-device version.
a. Is there a mobile version of the framework? For mobile, on-device or edge devices?
2.3 Detailed framework characteristics 
2.3.1 Framework popularity
PyTorch and Tensorflow/Keras are the two major and most popular frameworks for Deep Learning.
PyTorch appears significantly more in academics as shown in the next graph [4]
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On the other hand, Tensorflow is much more popular in industry. 

The TensorFlow eco-system comprises some deployment-oriented applications like TensorFlow Serving and TensorFlow Lite for AI/ML application to be deployed on cloud, edge, server, mobile or IoT devices.
PyTorch has filled the gap by proposing TorchServe [5] and PyTorch Live [2].

2.3.2 Framework/Libraries tools available (compression, quantization,)
TensorFlow and Pytorch natively support optimization and quantization tools.
2.3.3 Hardware accelerator support
List of tools for optimizing the ML models.

It is very likely that the model performance will be evaluated with various processing conditions being CPU, GPU, TPU or others like DSP.

TensorFlow/Keras and PyTorch already integrate such capabilities:
TensorFlow/Keras GPU or TPU usage in respectively [6] and [7]
PyTorch GPU or TPU usage in respectively [8] and [9]

2.3.4 Supported models.
Natively both frameworks TensorFlow/Keras and PyTorch integrate many pre-trained models, this is described in document “models for evaluation”. If the model is not available, it can be reconstructed from its known architecture and trained.
A list of pre-trained model support is proposed for keras in [10], and for Pytorch in [11].

2.3.5 Split function
Splitting functionality shall be evaluated to point out the benefits it can bring to the 5G system (latency, energy, privacy), but also to measure and characterize the intermediate data. Therefore, the framework shall offer APIs/functions to split some models. This function is already available in TensorFlow/Keras framework as described in doc Split scenarios for evaluation and TensorFlow based split evaluation platform.

2.3.6 Mobile or on-device version
Both PyTorch and TensorFlow/Keras have their own mobile solutions TensorFlow Lite [1] and PyTorch Live [2].
2.3.7 Language
Both PyTorch and TensorFlow/Keras are Python based. 
TensorFlow supports additionally JavaScript, C++ and Java.

2.3.8 Supported format for AI/ML model
Besides their own model format, PyTorch and TensorFlow/Keras support Open Neural Network eXchange (ONNX) and Neural Network Exchange Format (NNEF).

2.3.8.1 ONNX support
Tensorflow models (including Keras and TensorFlow Lite models) can be converted to ONNX [12]
PyTorch models can be exported to the ONNX format [13]
Both most popular frameworks support ONNX, and tools for porting PyTorch model into TensorFlow or vice-versa.
2.3.8.2 NNEF support
NNEF is supported by Khronos.
It has been designed to support both PyTorch and TensorFlow.
NNEF tools can convert trained models from/to ONNX format [14]

3 Conclusion
TensorFlow/Keras is widely used by a large community which has generated a strong documentation while PyTorch is most popular in the research community.
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