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Introduction
During SA4#122 an overview of V3C for volumetric video compression was agreed and included in the MeCAR permanent document as a basis for further work. Further work on defining V3C as a possible encoding format for volumetric content for different device types in MeCAR is ongoing.
The iRTCW Permanent document (S4-230022) includes volumetric-type 3D video compression. This contribution provides further information on the required pipelines for V3C delivery. 
Proposed changes

5.2.4	3D video compression
The 3D video data can be directly compressed, or analysed and converted to codes for animating an avatar [6]. As an avatar trained for a person can represent only the very person, volumetric-types can be used to represent generic 3D objects or arbitrary people.
5.2.4.1	Volumetric-type
There are standards, such as V3C, that can be used for compressing point clouds [21]. V3C can also be used for compressing input from one or more RGB-D cameras. The extent of support for V3C levels and profiles during Release-18 will be discussed and defined as part of MeCAR. A generic V3C pipeline to be considered for the RTC use cases follows. 
Figure X shows the sender pipeline for delivery of V3C encoded video. The input from RGB-D cameras is first pre-processed. The pre-processing may include processing the depth map, conversion to point clouds (if V-PCC is used) and creation of raw video and associated metadata, i.e., atlas data, etc. The pre-processed data is then passed to the encoders: 
· The video encoder for encoding the video components, such as, geometry, occupancy attribute, and, 
· The atlas encoder for the atlas data (metadata). 
The video components can be framepacked to create a single video Elementary Stream. The figure shows the case where the video components are kept separate; hence, multiple signals flow from the video encoder to the RTP encapsulation. The encapsulated bitstreams are then sent to the receiver.   
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Figure X Sender pipeline for V3C content delivery

Figure X2 shows the receiver pipeline for V3C content. The one or more video bitstreams for the video components are fed to a video decoder. The atlas component is decoded using an atlas decoder that parses the atlas data to retrieve the required information for reconstructing the volumetric video from the 2D video components. The post processing may include conversion of the decoded video component from one representation to the other, e.g., from YUV 4:2:0 to RGB format. The content is then rendered based on the pose of the receiver device. 


[image: ]
Figure X2 Receiver pipeline for V3C content delivery
The grey boxes in the figures show aspects that are relevant for the work in 3GPP. Note that the pre-processing aspects will be for information, if included. Whether any aspects of post-processing and rendering are to be included as normative will be evaluated and defined as part of MeCAR. 
An internet draft for the payload format of V3C is under development in IETF. The draft defines the payload of V3C atlas sub-bitstreams and provide information on how to deliver it with other V3C atlas video-bitstreams as separate or bundled RTP streams. The RTP payload format for V3C video sub-bitstreams is based on the video codec used to encode the V3C video component. The viability of V3C for real-time delivery of volumetric video in AR conversational use cases is discussed in S4-230073 (SA4#123).  
NOTE: The figures provide a simple pipeline based on MTSI pipelines. If needed they can be matched with the XR client architecture based on the agreed way forward in MeCAR, IBACS and iRTCW. 

*** End Changes ***
Proposal
We propose to include the above text in the iRTCW Permanent document. Further work on the topic is dependent on progress on MeCAR. However, the information needs to be reflected in iRTCW for collecting inputs and progressing the work in a harmonized way.
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