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[bookmark: _Toc504713888]1 Discussion

This contribution complements the first contribution submitted to S4-221421(SA4#121) to provide a better understanding of intermediate data compression needs and introduce a generic optimization approach using different compression functions. 

2 Proposed changes
--------------------------------------------- Begin change -------------------------------------------------------------------------

6.2	Intermediate data
6.2.1 intermediate data transfer optimization techniques
Intermediate data consist of large tensors computed by the first part of a split neural network. The following table provides some examples of intermediate data sizes for a few neural networks taking an input image of size 224x224x3, i.e., a tensor containing 150,528 values):

	Model
	Layer
	Dimension
	Number of values

	squeezeNet
	maxpool4
	27x27x256
	186 624

	
	maxpool8
	13x12x512
	79 872

	mobileNet v3
	layer 7
	28x28x40
	31 360

	
	layer 14
	14x14×112
	21 952

	VGG
	layer 6
	112x112x128
	1 605 632

	
	layer 12
	28x28x512
	401 408



Some compression approaches (e.g., quantization, entropy coding, transformations) can be used to reduce the size of the transferred intermediate data and to adapt the split AI/ML operations between the UE and the network to changing conditions. 

As a generic approach, the UE or the network endpoint selects a function among a set of compression and/or decompression functions built to adjust the characteristics of output intermediate data to the current network conditions or to meet the expected latency. For example, different functions can meet different bandwidth requirements. The sender and the receiver must agree to use the same compression and/or decompression functions. The sender may send additional syntax elements to the receiver on which decompression functions to use.

--------------------------------------------- End change -----------------------------------------------------------------------------
3 Proposal
We propose to include the text in a new section §6.2.1 introducing intermediate data transfer optimization techniques.
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