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Introduction
Subjective testing phase for IVAS Selection is approaching. There have been discussions how and by whom the sample creation and subjective listening testing will be conducted. Also under discussion is which kind of test material will be used and who is responsible for providing the material. The conclusion is at least partially subjective testing will be conducted with real spatial recordings. Irrespective who is doing what, the source believes that using real audio recordings in varied, real environments gives the most accurate results. If only simulated test material with a limited number of pre-determined impulse responses, object paths, or pre-defined scenarios are used, the IVAS codec subjective evaluation will not cover all real use cases. For example, if more than one object source is captured in the same room, there is in practice always some bleed from one source to other object channel(s) or to the scene-based audio captured in the same space. Signal to noise ratio in real environment is often lower that with the simulated scenarios, where the clean speech signals may originate from studio recordings or echoless chamber.
The IVAS codec will support many input and output configurations [1], and all of these will have to be verified at some point with subjective listening testing using real captured material. Separate capture of all potential input signal combinations for relevant use cases will be a significant effort.
In this discussion document a recording setup is proposed, where in a single recording session multiple input formats can be covered simultaneously. A subset of recorded signals may then be selected for subjective evaluation for any relevant input format or input format combination. Subjective assessment can be conducted with any preferred methodology using either loudspeakers, fixed headphone, or head-tracked headphone listening. We invite proposals on additional scenarios and recording configurations to be used for subjective evaluation. Practical experiences by other parties would also be greatly appreciated. 
Discussion
IVAS will have several uses cases as, e.g., discussed in IVAS-9 [2]. The most common use cases should also be sufficiently covered by the subjective listening testing. While it is possible to create artificial immersive audio samples, e.g., based on mono speech, artificial impulse responses, panning, object tracks, and pre-recorded background noises, it will be beneficial to record the different scenarios in real environments as much as possible. Currently there is not yet any agreed method for artificial creation of spatial audio samples [3].
The recording setup described here can be used to capture all possible IVAS input configurations in a single recording session making the subjective testing of IVAS codec’s various input configurations easier.
Recording setup
Recording setup that can cover all input formats can be created with following in mind:
· FOA / HOA, an ambisonics array microphone is needed to capture ambisonics in high quality
· MASA compatible signal can be created from the same ambisonics array as FOA / HOA using the updated MASA software package [4]. For more realistic MASA capture (e.g., using a desired polar pattern), the ambisonics array can be augmented with one or more stereo pair(s). See Chapter 4.2 for examples of such rigs.
· Stereo capture can use the same stereo pair(s) as the MASA transport signal capture. Stereo signals can also be converted from the ambisonics recording. For even more varied stereo configuration coverage a spaced stereo microphone pair can be added.
· Binaural audio can be captured with artificial head recording or by having a person wear in-ear microphones. The person may even be one of the talkers.
· Objects can be captured with wired or wireless lavalier microphones worn by the talkers. If a talker is wearing an in-ear binaural microphone, it can also be used as an object signal. Hand-held microphones can also be used.
· Multichannel input can be generated from the ambisonics captured signal or additional native multi-channel microphone can be used. 
· Combination of formats are naturally covered when all of the above signals are captured in the same space at the same time. 
A practical setup to cover all input formats with two talkers is thus, e.g.: Ambisonic microphone for FOA/HOA and MASA with a stereo pair to capture the MASA transports. Spaced (omni) stereo pair for large time-difference stereo recording and two lavalier microphones for two talkers to capture objects. This brings the total to ten channels, if we assume FOA capture. Adding two more object channels, second MASA stereo pair, and binaural audio capture we end up with about 12-16 channels, which is easily achievable with a professional audio interface, possibly needing additional 8-channel microphone analog or ADAT input interface. If HOA is captured, it is usually recorded with separate device.  
Considerations on microphones and recording devices
 FOA / HOA capture
There exist various ambisonics microphones on the market: both individual microphones and integrated mobile capture devices with on-board microphones. Ambisonics microphones can be roughly categorized to two groups: FOA and HOA capable. If possible, a HOA microphone should be utilized since it allows both high order ambisonics testing and MASA 2Dir analysis. 
When capturing array signal, the original microphone channels should always be recorded. For example for FOA, the conversion to ACN channel order SN3D normalization (B-format) ambisonics can then be done either with microphone’s own conversion tools or by other means. Naming of the recorded and processed signals should be carefully verified, since it is not obvious, when encountering 4-channel audio file, whether it contains raw microphone signals (A-format) or processed ACN SN3D (B-format) ambisonics.
 MASA capture 
An ambisonics microphone can be used as the FOA or HOA source in the middle of MASA capture rig. FOA microphones allow only 1Dir MASA analysis. 2Dir analysis requires using at least second order HOA microphone. FOA or HOA signal can also be used to create the audio transports. However, stereo pair can be used together with the ambisonics array for more realistic MASA capture (spaced microphones). For practical reasons, smaller microphones may be preferred for MASA transport capture. The distance between stereo microphone capsule can be anything reasonable, representing reasonable target device dimensions. For example, a mobile phone in vertical position is under 10cm wide, a large tablet or a laptop might be close to 40cm wide. The ambisonics microphone should be located close to the mid-point of the stereo pair. The stereo pair can be configured to have any suitable capture polar pattern: omni, sub-cardioid, cardioid, etc. Omni or (sub)-cardioid are generally the safest approximations of practical mobile-phone like devices. For other polar patterns than omni also the angle of the stereo pair can be varied. The descriptive MASA metadata should be set to corresponding values.
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Figure 1 Examples of FOA + MASA capturing rigs, where ambisonics microphone is in the middle of stereo pair. Several stereo pairs in different configurations (omni, cardiod, super cardioid etc.) can be put together with single ambisonics array, if space allows.
 Stereo capture
Nokia has earlier contributed some considerations regarding stereo testing in [5].
There is a huge selection of stereo microphones available from many manufacturers. The most different configuration compared to scene-based or binaural capture is AB stereo with large distance (~1 m) between omni-microphones, this gives large time differences between channels. This has to be recorded separately from ambisonics or MASA stereo pair capture.
 Object capture
For object audio capture small lavalier microphones are practical. They can be taped to talkers’ cheek or fixed to chest pocket or collar with pins. For object recording it may be beneficial to use a wireless audio recording system. These systems often come with their own microphones. Handheld microphones or directive microphones close to the talker may also be used for object capture in some use cases.
 Audio recorder / interfaces
For field recordings, any battery powered recorder with phantom power (48V needed by many microphones) is easy to carry. Main problem with portable recorders is their relatively low channel count. An alternative is to use a laptop with an audio interface supporting a large number of channels. Mobile power supply may be needed, if USB cannot provide enough power for the audio interface. The “portability” of such a system is of course a compromise. 
 Mobile AC power supply
Mobile AC power supply can be used for powering high channel count audio interface on the move or for example the Eigenmike interface box. For longer recording sessions a laptop may also need charging on the go. Mobile power supply may have a cooling fan. In order to mitigate fan noise in quiet environments, it is good to use a longer power cable with the power supply to place it farther away or insert the device in a gear box with lid closed for the duration of the actual recordings. 
 Binaural microphones
There are several solutions, either DIY or commercially available, for binaural capture. Alternative to in-ear-microphones is using an artificial head. We have so far used only artificial head for binaural capture.
 Microphone stands
In practice microphones typically need to be set up on microphone stands for the duration of the recording. There exist countless ways to mount microphones. In practice proper mounts provide more stable support, but in case of problems high-quality duct tape is always good to have available.
Example recording scenario
One of the simplest recording scenarios to record is a meeting room with few talkers with and without background music or other loudspeaker added noise. The people can take places around a table, and the microphones can be set up on the table or other relevant location. For example, the talkers may form a circle around the microphones, or they may cover only one segment, e.g., the area in front of the microphones.
 Planning
Good planning makes the recording session go smoother. Here is an example task list we have found very useful.
Before doing anything, prepare a test plan where you define at least the following:
· Recording environment and scenarios, such as possible background noise and talker angles, movement, etc.
· Microphone placing
· Acquire all the gear including microphones, stands, audio interfaces, power cables, and audio cables
· Talkers: We recommend having 3-4 persons available at the same time. If more talkers (for talker diversity) are needed, reserve several time slots.
· Prepare phonetically balanced test sentences ready to be handed out. Thick paper helps to reduce noise.
· Recording engineer and session guide. We recommend minimum of two persons.
· Experiment with any new software and gear. Some software and equipment may have quite steep learning curve, and the recording session is not the right place to learn it.
 Day before
Setting up the recording equipment and conducting the recordings during the same day is possible, if you have recent experience with recordings sessions with similar gear and configurations. Otherwise, it is practical to reserve at least one day to prepare the recording setup. It makes no sense to keep talkers waiting, while trying to locate a broken connection or making your DAW with a sound card following a software update.
Consider the following workflow: Place tables, chairs etc. to match your idea of the usage scenario or scout environments for good locations. Place all microphones to correct places or make them as ready as possible for the move to the final location. Check all the cables. Make routing map of which microphone goes to which recording device and, in case of computer, check the file naming scheme for the audio files. Make a channel test and adjust audio levels to reasonable values. With modern equipment quite low recording level can be used. Always record in 24-bit accuracy, if possible. Make a test recording. Talk to each microphone at close proximity. Make a test processing and check for possible illogical audio (the microphone channel does not match to what you said to it in your test recording). Often invalid cable routing or software settings are revealed when doing first processing of the test recording. Take distance measurements of the room/space and geometry of the microphone set up, if possible. Laser distance meter is the fastest way. Take pictures and video of the setup, also close enough to see, e.g., microphone polar pattern configurations. The documentation is often valuable if issues are afterwards identified.
 Recording session
The actual recording often involves recruited talkers and they should feel comfortable and understand what the target of the recordings is. Instruct the talkers as well as possible in advance. Especially in quiet environments it is worth instructing the talkers to talk unnaturally loudly. This will help with SNR of the samples. The most important thing is to explain how the samples will be used. For example, the sentences have to have a good rhythm to make them proper length and easy to listen by naïve listeners. With spatial audio, editing the sample in the middle of sentences may not be possible, e.g., you often cannot remove a second of background noise to make samples shorter. Some static noises can be edited, but even this needs to be done very carefully to not cause audible clicks. Consider the following workflow.
First start all recording devices. After all devices are running make a strong hand clap. Then record a few sentence rounds with your talkers, listen carefully and time the sentence rounds. Often, a second round of instructions is needed about the importance of proper rhythm.
Achieving a good recording. When you feel that you have at least 10 good sample sequences with current settings, make a change (according to your recording plan, change the positions of the talkers, change number of talkers, change possible background noise, etc.) and do another recording. When ending a session, make a hand clap again, and stop the recording devices. According to our experience, it is generally better to record a single long session, e.g., half an hour instead of stopping/starting all the time. You can edit in post processing much more easily than while recording. Disc space is cheap, time less so. Hand claps can be used to, e.g., synchronize separate recording devices. The hand clap at the end can be used to detect clock skew for compensation if necessary.
About the rhythm. The main reason for ensuring sentences in a good rhythm is that it makes the post processing much easier. There should be a relatively long pause, e.g., 2-4 seconds before any test sequence after which each talker says their sentences in a good pace. The result with good pacing is that you can edit the resulting sample to a fixed length with the help of the initial and end pauses. As mentioned earlier, cutting within sentences is generally not recommended.
When targeting certain fixed sample length, e.g., with two talkers, two sentences without overlap usually fits nicely in about 5-7 seconds. With three talkers, three sentences without overlap will fit with some practice to 8 seconds, while four talkers without overlap requires about 10 seconds. Four talkers overlapping pairwise can be made to fit 8 seconds.
Naturally, sample length requirements for IVAS processing plan and test plan should be considered when planning the test material recordings.
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Figure 2 Example of four person recording session. Several spatial arrays are located in middle of the talkers. Artificial head captures a binaural signal. No object signals were recorded in this session. Phonetically balanced sentences were printed for the talkers.
 Take notes
Taking notes is beneficial but should not interfere too much with the actual recording session. Based on experience, it is beneficial to have a cell phone record a wide-angle video of the session. Reviewing the footage often reveals valuable information that may be audible in the audio. Take pictures of your recording set from multiple angles, close and far, also during the recording session if possible. If all measurements or notes cannot be collected, do not worry. Less than perfect is still better than nothing. A few good audio samples from a single session are often enough.
 Post processing
Editing of the samples after the recording session takes a significant effort. In our experience, the easiest way to process the samples is with scripting, especially when the recording is conducted in good rhythm and the samples are long. Our method is straightforward:
· Align all recorded audio signals (based on the hand claps), if not already recorded with the same time-base.
· Listen through one microphone (pair) in the middle of the scene, where you can hear all talkers.
· Write down the start and end times of the active sentences to a script file. You may divide the same audio segment into several cuts, e.g., if you want to have 6-second samples for P.800 DCR listening tests or longer 15-second samples for MUSHRA, etc.
· If samples with a constant length are needed, you can modify the script to automatically add additional space around the sentences to match this requirement.
· Use a reasonable naming convention for the outputs (Folder/Filename) for the recording, sample, and microphone.
· Process all files in a single run. Your script will automatically create a speech database which has samples with required lengths, according to a single naming convention. All possible processing (e.g., A-format to FOA conversion), signal normalization, fade-in/fade-out, high-pass filtering, will be done automatically.
· Believe your ears. Sometimes, e.g., binaurally rendered signals do not sound like you expected. Assume processing error and verify your notes and metadata pictures & videos. 
· Iterate, often after some time you may have some new needs for the audio material. Keep the original recordings and scripts. Modify your old script and reprocess the whole recording to a new, or corrected, configuration in few minutes with a single click.
A simple Matlab post processing script is attached in the accompanying zip archive.
Conclusion
Hands-on experiences are shared in this document to encourage interested 3GPP parties to conduct spatial audio recordings of their own to share their experiences and submit their spatial audio material to the proposed common pool that can be used to evaluate the IVAS codec.
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