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Executive summary
[bookmark: _30j0zll]The meeting (16 participants, 1h21mn) covered two input documents (that were noted): S4aA230006 (HEAD acoustics) and S4aA230012 (Nokia).
Both inputs deal with an initial test method for ambisonics (from Dolby) on multi-talker scenario with an evaluation of signal leakage/crosstalk. In addition, the input in S4aA230012 extended the test case to MASA.
Updated inputs and offline coordination were invited to bring possibly a joint/consolidated proposal (and test results) at SA4#122.

A.I. 1 Audio SWG

A.I. 1.1 Opening of the session and registration of documents

Stéphane presented the informal agenda in Annex A.
This agenda (in Annex A) is approved with the Tdoc allocation

A.I. 1.2 Reports/Liaison from other groups/meetings

No Tdoc in this A.I.


A.I. 1.3 IVAS_Codec (EVS Codec Extension for Immersive Voice and Audio Services)

No Tdoc in this A.I.


A.I. 1.4 ATIAS (Terminal Audio quality performance and Test methods for Immersive Audio Services)


	S4aA230006
	Test Signals and Performance Evaluation for FOA mode
	HEAD acoustics GmbH



Presenter: Jan Reimes

Comments / questions:

Stefan B: good to see this input, apologies if you encountered a couple of ambiguities or open parameters in the original Dolby proposal, it is good if in Athens we can consolidate on such parameters, I have no strong view on such parameters. Instead of speakers you are using HATS. We did not consider HATS, it may be a possibility, is it influenced by the P.58 methodology?
Jan: in P.340 (2019) there is Annex B for such a multi-talker scenario targeting at higher qualities. Here the setup with a table is used. Not sure if it was intended for handheld mode, but there is a clear definition of loudspeakers needed if replacing mouth, HATS reduces variance if you want to equalize. I prefer artificial mouth at least according to P.51 (stand-alone mouth loudspeaker).
Stéphane: could compare both cases (HATS and loudspeaker)?
Jan: could replace one HATS by an equalized loudspeaker, if we have a linear device, not sure if we can get results for the next meeting.
Arvi: question on shape filter (speech shape), there are pairs of frequency components analyzed as pairs with ratios calculated. Issue if channel 2 is higher and speech shape filter will attenuate more, levels of frequency components are pairs.
Jan: yes, it’s an issue if close to idle noise in high frequencies. I want to ask if we need to test higher frequencies, you can select the slope in higher frequencies. Signal to noise varies with type of sequence. Depends on what is tested.
Stéphane: clarify what is meant by the box with offline processing? Different codecs?
Jan: In this first setup, we just model with high quality (uncoded), EVS multimono or real process can be used later to get a feeling about numbers.
Stéphane: any other comment? Otherwise, can we see if there is anything from the Tdoc to be included in the ATIAS Permanent Document?
Stefan B: we included into the PD methods that were proposed after this initial method, now there are inputs from HEAD acoustics and Nokia on this method, we can go back and do some joint work, to get a basic method in a way to get into the PD. Here there are more details, I am fine to include this one, but we should put 3 contributions side by side and decide.
Stéphane: we can park this discussion on the PD after we review the next Tdoc in S4aA230012, we may also expecte an update on S4aA230006 in Athens so we can note it. 

Decision: 

S4aA230006 is noted


	S4aA230012
	On test signal parameters for spatial audio test
	Nokia Corporation



Presenter: Arvi Lintervo


Comments / questions:

Jan: Same idea as we had. Could you clarify the design of filterbanks (with center frequencies) in Fig. 2/3? Similar comment: what should the test signal represent? Speech? Or any arbitrary signal to test device or codec? What are the motivations? I am not familiar with the proposed filterbank, but the signal is rather sparse in low frequencies, and there is a quite dense distribution of components up to 8 to 10 kHz. There are lots of bands, so it seems optimized to the codec. Our understanding is to model speech or take another signal if you test same frequencies. It is a bit strange to use that frequency representation.
Stefan B: that comes to the original idea of the proposed test method from Dolby, it would be great if test signal overlap and we are able to separate contribution from different loudspeakers, to see how much crosstalk one will get to the other direction. Now there is only the possibility to do certain artificial test signals, such as the multitone signal from ITU-T. In principle it is good to have something like speech spectrum, considering IVAS will be used for speech services. Ask the question to Nokia if it is good to have test signals adapted to the coding system. We want to have the property that one directional channel does not get into the other one, it may be an articifial test signal, it may be for discussion.
Arvi: I agree that the test signal is codec optimized and is artificial. It does not represent natural signals, I agree it could be more natural, reducing the number of frequency components could be considered. We show that there are technologies in the codec that may influence to the spatial capture accuracy, if not taken into account. It is more to distinguish 2 directions rather than 2 speakers. We are evaluating crosstalk of 2 capture components, we can discuss later about frequency spectra.
Stefan B: We should all agree to exclude the influence of the codec, ideally the coding system is transparent, the intent is in measuring capture (properties of capture). For ambisonics, if assume IVAS case, with some kind of banding and forced to do the same thing with a union of spectral bands, for MASA maybe MASA is a different kind of spatial format with certain properties. 
Lasse: Agree with previous discussion, one thing to think about, how to apply test method as widely as possible. Test method first introduced for capture of ambisonics, and we should think about evaluating same or similar method for end-to-end case. We apply here the same methodology for end-to-end. Don’t know if it makes sense or if it is valuable to have different profiles. Thinking about more test signals, such as more speech-like signals, would be useful.
Jan: Filterbank is adapted because of the performance of MASA, this is also a discussion of requirements, see Fig. 7. There is a degradation in spatial reproduction, which depends on frequencies and levels of frequency components. Important to define frequencies, what is the correct frequency? If I get better performance metrics with speech-like or this other signal, there are quite some differences, how do you come to this conclusion?
Arvi: conclusion on results is just heuristic, to see how systems should perform in certain environment, looking at best performing results for eigenmike case, it is logical that the signal from the front (X) is higher compared to Y direction. Based on measurements, we found dB values and show what should be reasonable. Will see when your results are presented, what could be the proposed level differences.
Stéphane: you used a bitrate of 512 kbit/s for IVAS, if we compared with 26.131 and 26.132 where the codec bit rate is representing typical usage (12.65 kbit/s for AMR-WB or 24.4 kbit/s for EVS with some cases at 13.2 kbit/s CAM), it is correct? Moreover, did you consider the influence of test signal on audio pre-processing in the immersive case (noise suppression, acoustic echo cancellation…) ? We had an issue with test signals for new types of processing in phones in Rel-9 and we had to disable some requirements on distortion with a specific work item (DTMR).
Arvi: highest available bitrate was used to minimize impact of codec, in current codec not sure if the same filterbank is used at lower bit rates, surely bitrate is to influence.
Stefan B: Both could be interesting, we will get the e2e system, even with rendering. For a terminal manufacturer the idea is to see how good is the capture system independent of the codec properties, so it is good to have test removing the effect of the codec.
Jan: other question related to comparing spectrum, the components are quite narrow, did you change AM/FM parameters?
Arvi: reason why components are narrow is thart we did not use the frequency modulation bandwidth (only set to 1) to reduce variables, it should be tested. Not sure about values in P.501, constant bandwidth or not?
Jan: Understood, this may explain some of your results. Intention is not to use just sines, wider components could overcome noise suppression issues.
Arvi: agree that wider components would be beneficial, something to be tested, to see best value for this.
Jan: Which bandwidth did you use for FFT analysis?
Arvi: use 10 Hz wide mask, +/5 Hz per sine
Stéphane: if no more questions, can reopen the discussion on including text in the ATIAS Permanent document?
Arvi: test signal generation should be more detailed in other document, take parts
Stéphane: offline editing to merge proposals?
Stefan B: good details in inputs, should discuss between HEAD acoustics, Nokia and Dolby, something useful to have as input to Athens
Arvi: interesting to get scripts from HEAD acoustics, to sync up and compare signal generation
Jan: general description of test signals and test setup seems to be more or less agreeable, details could be put in brackets, should we do a CR or something else?
Stéphane: suggest bringing a discussion Tdoc with proposed changes to the PD, it will be easier to handle. If not other comments or questions, can close this discussion and note this Tdoc.
 
Decision: 

S4aA230012 is noted


A.I. 1.5 eUET (Enhancements to UE Testing)

No Tdoc in this A.I.

A.I. 1.6 Others including TEI

No Tdoc in this A.I.


A.I. 1.7 Any other Business

None.

A.I. 1.8 Close of the session

The Audio SWG Co-Chair thanked Dolby for hosting the meeting and all delegates for their participation. The meeting was closed at 17:21 CET.
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Agenda for this telco (keeping only relevant items from the unique agenda for 3GPP SA4 AH telcos post-121):
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	Opening of the session and registration of documents
	

	1.2
	Reports/Liaisons from other groups/meetings
	

	1.3
	IVAS_Codec (EVS Codec Extension for Immersive Voice and Audio Services)
	

	1.4
	ATIAS (Terminal Audio quality performance and Test methods for Immersive Audio Services)
	S4aA230006n (HEAD acoustics)
S4aA230012n (Nokia)

	1.5
	eUET (Enhancements to UE Testing)
	

	1.6
	Others including TEI
	

	1.7
	Close of the session
	



Legend for Tdocs:
· Color: not-yet processed, processed, late, withdrawn, moved to a different A.I., under email agreement
· a agreed, app approved, n noted, pa partially agreed, np not pursued, pp postponed…
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	Agenda Item(s)
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	S4aA230006
	Test Signals and Performance Evaluation for FOA mode
	HEAD acoustics GmbH
	1.4
	Noted

	S4aA230012
	On test signal parameters for spatial audio test
	Nokia Corporation
	1.4
	Noted




