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=====  CHANGE  =====
[bookmark: _Toc119679094]4.1.1	General
The XR Baseline Client represents the functionalities, the peripherals, and the interfaces that are present on a generic XR UE. The actual device may be realized by a single device, or a combination of devices linked together. The details on how to instantiate an XR Baseline Client in the context of a service or deployment scenario is left for the respective Work Items and Study Items to define.
In terms of functionalities, an XR Baseline Client is composed of:
· An XR application: a software application that integrates audio-visual content into the user’s real-world environment
· An XR Runtime: a set of functions that interface with a platform to perform commonly required operations, such as accessing the controller/peripheral state, getting current and/or predicted tracking positions, performing spatial computing, and submitting rendered frames to the display processing unit. 
· An XR Source Management: management of data sources provided through the XR runtime such as microphones, cameras, trackers, etc.
· A Media Access Function: A set of functions that enables the network management and control as well as the access to media and other XR-related data from the network that is needed in the Scene manager or XR Runtime to provide an XR experience.
· A Scene Manager: a set of functions that supports the application in arranging the logical and spatial representation of a multisensorial scene based on support from the XR Runtime. 
· A Presentation Engine: a set of composite renderers, rendering the component of the scenes, based on the input from the Scene Manager.
In addition, those functional blocks are integrated together via interfaces. Interfaces may be made of APIs and/or data formats and collectively act as a contract between the two sides of the interface.
The XR Baseline Client contains the following interfaces:
· IF-1 lies between the XR Runtime on one side and the XR Source Management and the Presentation Engine.
· IF-2 lies between the Media Access Function and the 5G System.
· IF-3 lies between the XR Source Management and the Media Access Function.
· IF-4 lies between the Scene Manager and the Media Access Function.
· IF-5 lies between the Scene Manager and the XR Application.
	
4.1.2	Architecture
[image: Diagram

Description automatically generated]
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4.2 Thin Augmented Reality User Equipment (Thin AR UE)
[bookmark: _Toc119679096]4.2.1	Device architecture
The simplified version of an AR device follows the principles of a 5G_STAR EDGAR-type device architecture with a standalone 5G System integrated. It is referred to as "Thin AR UE". In this case it is taken into account that the device is not capable of rendering complex 3D scenes or objects, but basically only makes use of the composition capabilities of the XR runtime. 
In a typical use case, the media is pre-rendered for a specific point in time in the future and a specific render pose by an entity outside of the device, for example in the 3GPP network, and the Scene Manager only converts the data to be compatible with the XR Runtime formats in the swap chain. Pre-rendering for video may be done to 2D video projections, possibly augmented with additional depth information (indicated as 2.5D in Figure 11). For audio, equivalent pre-rendering formats may be considered. In the uplink, a coded representation of the 6DoF pose sampled from the XR Runtime needs to be made available such that it can be used remotely for prerendering to the latest pose. As a result, such a UE may be used in a split rendering application. 

Thin AR


Editor’s Note: the above diagram is expected to be further updated and refined based on the agreements of the XR baseline client.
Figure 11 – Thin AR UE device architecture
In the following, initial assumptions and potential requirements for the XR Runtime for visual and audio processing are provided taking into account existing systems, in particular OpenXR, OpenGL ES and OpenSL ES. In all cases, the focus is on the functional methods of these specifications. Reference to specifics in these specifications does not imply that we mandate any of these specifications, but they serve as a reference.
Implementations may be done differently.
=====  CHANGE  =====
[bookmark: _Toc119679100]4.3	Augmented Reality User Equipment (AR UE)
[bookmark: _Toc103876424][bookmark: _Toc119679101]4.3.1	Device architecture
A render centric-UE would support additional rendering capabilities in the device such as more complex 3D rendering (meshes and point clouds), uplink media capturing and so on. The basic principle of what is described in clause 4.2.2 remains. The additional capabilities may be expressed initially as optional extensions to the minimum capabilities in clause 4.2.2. No additional device classes are needed for now.
However, such extensions then would need to be done by identifying and adding the relevant capability checks.
Figure 12  provides the technical architecture of the AR UE. 

AR UE


Figure 12 – AR UE device architecture
The AR UE is regular 5G UE with 5G connectivity provided through an embedded 5G modem and 5G system components. The AR UE also features several sensors and user controllers relevant for AR experiences that are cameras, microphones, speakers, display and generic user input. The AR/MR Application is responsible for orchestrating the various device resources to offer the AR experience to the user. In particular, the AR/MR Application can leverage the main internal components on the device which are:
· The Media Access Functions (MAF)
· The XR Runtime
· The Presentation Engine
· The Scene Manager together with the Presentation Engine that includes functions such as scene composition and possible complex audio or visual rendering
· The XR Source Management address the management or sources provided through the XR Runtime such as microphones, cameras, trackers, etc. The XR Source Management may expose information to the application or may provide a subset to the media access function to be sent remote.

The AR/MR Application can communicate with those three components via dedicated APIs. Exposed in are:
· the XR Runtime API which provides access to the core functionalities of an XR device.
· the MAF-API, which is essential to allow the application to make use of dedicated media functions available on the XR device

In addition, it is expected that an application can communicate with the Scene Manager and the Presentation Engine to establish the presented scene. It can also communicate with the XR Source Management in order to coordinate which data is made available for uplink streaming.
Among other functionalities, those APIs also enables the AR/MR Application to discover and query the media capabilities in terms of support as well as available resources at runtime.

Regarding rendering, it is expected that the XR Scene Manager has access to the latest pose and tracking information from the XR Runtime which is then provided. Based on this information, the Scene Manager may for example determine the objects visible to the user at a given point in time or more generally the objects that may be needed to be rendered in the next rendering cycles. The Scene Manager is responsible together with the Presentation Engine to submit the rendered views to the XR Runtime as frames written to the images of the Swapchains. Swapchains are established during the configuration phase of the XR Session using the information provided by the XR Runtime API. From those images in the Swapchains, the XR Runtime then generates the left and right eye buffers possibly based on late adjustment techniques using updated head pose information, if available, commonly known as late stage reprojection (LSR).

Once the XR application is running, the downlink media flows from the 5G System to the MAF in compressed form and then from the MAF to the Scene Manager in the form of primitive buffers. Note that for real-time media, the primitive buffers are provided with a rendering time and an associated pose. The Scene Manager may be guided by a static or dynamically updated scene description.
In parallel, the AR UE is capable of establishing an uplink data flow from the XR Runtime to the MAF wherein the data may be in an uncompressed form and then from the MAF to the 5G System wherein the MAF may have compressed the data in order to facilitate the expected transmission over the network.
A typical call flow for establishing an XR Presentation is as follows:
1) The AR/MR Application is launched
2) The AR/MR application launches and XR Session in the runtime
3) The AR/MR application communicates with the scene manager to provide a scene description either through an application interface or through a well-defined scene description document, possibly retrieved over the network
4) Based on the scene requirements, the capabilities of the XR Runtime, as well as the capabilities of the media access function, a set of media pipelines in the uplink and downlink are established.
5) The media access function accesses the network resources or sends data to the network using the established media pipelines. 
6) The XR Runtime captures and renders the relevant data to match the device capabilities and the user interaction.



=====  CHANGE  =====
[bookmark: _Toc119679103]5	Interoperability points and metrics
[bookmark: _Toc119679104]5.1	Interoperability Points for Visual and Audio
Figure 13 provides multiple interoperability points and interfaces that may or may not be relevant for the MeCAR specification.




Editor’s Note: the above diagram is expected to be further updated and refined based on the agreements of the XR baseline client.
[bookmark: _Ref119654908][bookmark: _Ref119654894]Figure 13 – Interoperability points and Interfaces of interest for TS 26.119
Note that the interfaces align with operation points in TS 26.118.
Discussion for each interface is provided in the following in terms of functionalities as well relevancy for the specification in Table 4.
[bookmark: _Ref119666711]Table 4 – Interfaces of relevance
	IF
	Name
	Summary of functionalities
	Specification (normative, reference)

	1
	XR Runtime API
	Tbd
	Tbd

	2
	XR Source media and metadata formats
	Tbd
	Tbd

	3
	Scene Information and buffers formats
	Tbd
	Tbd

	4
	MAF-API
	Tbd
	Tbd

	5
	MeCAR media formats
	Tbd
	Tbd

	6
	Internal Interprocess communication
	Tbd
	Tbd

	7
	Application network communication
	Tbd
	Tbd



[bookmark: _Toc119679105]5.2	Metrics Observation Points
In a similar fashion as for operation points and interface, metrics observation points may be defined to specify basic metrics as shown in Figure 2.



Editor’s Note: the above diagram is expected to be further updated and refined based on the agreements of the XR baseline client.
[bookmark: _Ref119654658][bookmark: _Ref119654652]Figure 14 – Metrics Observation Points of interest for TS 26.119
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