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1	Introduction
One of the goals of the iRTCW is to enable real-time media transport for immersive services. Part of this (Objective 2 and Objective 3 of the WID) is related to sensor I/O  and the resulting media transport. One of these media that is considered is Depth, accompanying the video capture (i.e. RGB+D). In this contribution we examine the current state on RGBD transmission, and more specifically, practices on capture, coding and encapsulation of RGBD streams.

Based on this analysis, we propose changes to the Permanent Document [1] to reflect our findings.
2	Current state of RGBD transmission
Even though the RGBD hardware and software ecosystem has been populated for quite some time now, there are still many different solutions, for different use cases and/or platforms. On the hardware side, we can find different technologies used to capture Depth data, which then in turn can be encoded using different techniques and encapsulated typically in ad-hoc manner. The following section contains an overview of the current state in RGB+D transmission.
2.1	Capture
There are several technologies that enable capturing of Depth frames, varying from generating the Depth using a colour image of the scene, to dedicated hardware (e.g. using IR) [6]. However, regardless of the sensor used, the result is the same, which is a set of distances (usually measured in millimetres) of points from a vertical plane that includes the depth sensors. Therefore, we consider the capture method with regards to the hardware sensor used to be irrelevant to the context of iRTCW, as long as it is expressed in the convention mentioned above. 
2.2	Coding
Regarding the coding/compression of the depth data, the approaches vary from using generic data compression approaches (like LZ4) [7], to depth-specific coding schemes [8], to using video codecs to encode depth frames. The final approach is currently the most common one, since it uses the same pipeline with video (with or without depth-specific pre-processing)[9][10][11]. With the video-based coding approaches, the depth is expressed as a grayscale representation of the distance, usually with 8, 16, or 24bits. In this approach, the bits can be arranged in various way, like emulating the colour channels [4], or optimized for reducing the losses according the properties of the video codec [11]. For this document we assume that when referring to coded depth data, a video-based approach has been used.
2.3	Encapsulation 
There is not currently a dedicated packaging format for RGBD streams. However, since it is common practice to use video codecs for compression, containers used for video streams are also used for depth data. This approach offers the advantage that existing packagers can treat depth streams and that the depth frames are inherently synchronized to the video frames by being encapsulated in the same file.
Currently, the most common file formats used to encapsulate RGBD is Matroska (used by Azure Kinect) [5] and ISO Base Media File Format [2], developed by MPEG.
2.3.1	Matroska file format
The matroska file format was popularized for storage of depth data after it was the default option for the Azure Kinect, supported directly by its SDK [5]. To record sensor data, the Matroska (.mkv) container format is used, which allows for multiple tracks to be stored using a wide range of codecs. The recording file contains tracks for storing Color, Depth, IR images, and IMU. When recording depth, the “Track Name” field is set to DEPTH with the Codec Format being defined as “b16g (16-bit Grayscale, Big-endian)”. To identify the depth track, the Track Tag “K4A_DEPTH_TRACK” is used.
[bookmark: _Hlk127291079]2.3.1	ISO Base Media File Format
Currently ISO Base Media File Format (ISOBMFF) supports accompanying video with depth via auxiliary tracks – with  reference_type  as ’auxl’ or ‘vdep’ (or both). Then, provisions in ISOBMFF spec is for auxiliary video metadata (item of type ‘auvd’), that references ISO/IEC 23002-3 [3]. These two specifications define features like stride, near/far plane etc. The mentioned properties, combined with some inherent FF features (codec-agnostic, ease of segmentation, tool for random access etc.) produce an RGBD encapsulation mechanism that is easy to deploy and flexible.
3	Analysis
Even though there are already some tools for RGBD transmission, it seems that there could be improvements on the encapsulation aspects. What the ecosystem is lacking right now for RGBD transmission is a content-centric, but application and codec agnostic way to encapsulate the depth accompanying the video, while at the same time exposing the properties for the depth stream to distribution mechanisms (i.e. to be streaming-ready).
Some example depth information that must be available prior to accessing the data for immersive real time communication scenarios would be:
-	Depth range
-	Depth projection properties
-	Depth coding properties

4	Conclusion
We recommend adding clauses 2 and 3 to the iRTCW Permanent Document and invite more study on the matter.
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