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Introduction
One of the objectives of FS_ARMRQOE is the identification of relevant XR QoE metrics and their impacts on the user experience.
This contribution describes a study that investigates the influence of head motions on the perception of 360 videos and introduces a head motion-aware metric for measuring viewport quality [1]. The study was done for the streaming of 360-degree videos but we envision that the core ideas behind the proposed metric and the considerations in this study will also apply for AR/MR.
Background
Perceptual quality is defined as a user’s degree of satisfaction while viewing a video. Various objective quality metrics (e.g. average viewport quality, motion-to-high-quality delay) were proposed to estimate the quality of a 360-degree video. TS 26.118 specified a metric where the viewport quality is calculated by multiplying the quality ranking of each tile in the viewport by the percentage of the viewport it covers.
According to some studies [2, 3], the methods that best estimate the actual user experience are the ones that take into account the human visual system (HVS). While these studies considered user’s eye gaze, they largely ignored the effects of the head motion velocity, direction and duration. For instance, the content rendered in the viewport may be unfocused, or even blurry, to a human eye if the head is turning too fast (that is, the user can’t focus on the content during a fast head motion). In this case, this individual viewport’s quality may have only a slight, if any, effect on the overall user experience since the low-quality video is shown to the user only for a brief amount of time.
Also, the head motion may affect the region-of-interest (ROI) the user is paying attention to inside the viewport. Since the head and eye gaze mainly move in the same direction [3], the ROI shifts from the viewport center to the edges of the viewport, in the direction of the head motion. Consequently, the quality of the tiles in the opposite direction are expected to matter less and have a smaller effect on the overall user experience. Studies also show that users tend to view the content with little focus during a fast head motion and the actual quality of the viewport during this motion is not as relevant [3, 4]. This implies that not every viewport a user has viewed has an equal weight in determining the user’s overall experience. 
A QoE metric that takes into account the above considerations can facilitate more advanced algorithms for viewport-dependent streaming of XR experiences by evaluating these algorithms more accurately. In the next section, we describe a metric that brings “head motion awareness” in quality assessment and present its comparison with a few other available metrics. We think that inclusion of head motion exemplified in this metric can be useful for development of more effective AR/MR metrics.
Head-motion aware viewport quality metric (HMAVQ)
Computation of the head-motion aware viewport quality metric (HMVAQ) comprises two steps. In the first step, the quality of an individual viewport is calculated during head motion. In the second step, the overall viewport quality over a period of time is calculated from the individual viewport qualities. Details of these two steps are described below.
Individual viewport qualities
Quality of the individual viewports is calculated using sampled points that are shifted and weighted based on head motion speed and direction. Each viewport is sampled with n circles, where each circle has m sample points. The circles are indexed from 1 to n, and each circle’s diameter grows from the viewport center towards the viewport edges. Depending on head movements, the circles are shifted by  degrees horizontally and  degrees vertically, where these shift amounts depend on the radius  of each circle, head motion velocities in horizontal and vertical axes  and a speed threshold  beyond which the viewport starts becoming unfocused (blurry). The shift amounts are calculated as:


where w and h are the width and height of the viewport, respectively.The circle weights are assigned linearly in descending order from viewport center towards the edges. The weight of circle i ( is calculated by dividing its reversed order by the sum of the circle indexes:

Subsequently, the points on each circle are distributed with an angular distance of . The coordinates of each point are calculated using the parametric equation of the circle. These coordinates are then used to find the tile T with the projection of the point. The quality of the tile T, on which a point is projected, is recorded as the quality of that point. The same operation is applied for all points, and the average across all points determines the quality of the circle i. The circle quality is then multiplied by the weight of the circle , and the weighted sum of all weight circle qualities yields the individual viewport quality.
Example sampled viewports at different head motion velocities are shown in Figure 1, where vertical and horizontal lines represent the tile boundaries. Fig. 1(a) shows the case here the viewport is stationary (no head movement). Figures 1(b) and 1(c) show the shifted circles for slow and fast head movements, respectively. Fig. 1(d) shows the case where the head movement is faster than the speed threshold () in the horizontal axis.
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Figure 1. Sampled viewports at different head motion speeds.

Overall viewport quality
Overall viewport quality is calculated as the weighted average of the individual viewport qualities over a period of time. The weights are assigned based on head motion velocity. The idea is to assign smaller weights to the viewports viewed at faster head motions, whereas those viewed in stationary head positions or at slower head motions are assigned a larger weight. Weight assignment is not a trivial task and the best one can do is to find a good method empirically. After tests, a thresholding approach is adopted such that a weight equal to 1 is used for viewports where  is reached or exceeded, and 2 for the other viewports. More sophisticated weight assignment functions might perform better, and this deserves further testing and validation.
For further details on the metric, please refer to [1].
Evaluation
Experimental setup
HMAVQ was integrated into the Nokia’s public OMAF-based DASH player [5]. Three 4K video sequences from a public dataset [3] were used. The player logged the individual viewport (110x110 deg) information: timestamp, coordinates, horizontal and vertical velocities, tiles at every 30ms. 
The selected player and content parameters are given below:
	Buffer duration
	1 s

	Available bandwidth
	40, 60 Mbps

	Segment length
	300 ms

	Content resolution
	3840 x 2160

	Content duration
	60s

	Frame rate
	30 fps

	Encoding bit rates
	20, 30, 40, 50 Mbps

	Tiling configuration
	6x4, 8x6, 12x8



During testing, 6 users viewed each sequence while performing 4 different tasks (free viewing, saliency, visual search, tracking), obtaining a total of 24 head motion traces. However, only the traces for Task 1 (free viewing) and Task 3 (saliency) were used in the evaluation, because Task 2 (visual search) and Task 4 (track) contained slower head motions that are not interesting for showing the impact of head motion on viewport quality.
In the experiments, the speed threshold  was fixed to 60 deg/s based on an pre-study with limited number of users.
In the evaluation, quality metrics from 1 to 4 were considered, as defined in TS 26.118, where 1 corresponds to the highest quality (50Mbps) and 4 to the lowest (20Mbps). The following metrics were selected for comparison:
	Metric
	Source
	Description

	Head-motion aware viewport quality metric (HMVAQ)
	Kara et al. [1]
	The overall viewport quality is the weighted average of the individual viewport qualities (as described above)

	Weighted average viewport quality (WA)
	TS 26.118
	Each tile is weighted by the percentage of the viewport it is covering. The viewport quality is calculated by summing the multiplication of the tile qualities by their weights.

	ProbGaze (PG)
	Hooft et al. [2]
	This takes into account the distribution of eye movements within the viewport sampled by uniformly placed points on the polynomially distributed circles. The quality is the weighted average of the qualities projected at the points on each circle.

	Center tile quality (CT)	
	Hooft et al. [2]
	The viewport quality is determined by the quality of the tile at the center of the viewport.



Results
Figure 2 shows a comparison of the quality scores by WA, CT, PG and HMVAQ for the Timelapse sequence (using a 8x6 tile grid) and user performing Task 1 and 3, respectively. Descriptions of the compared metrics are given in the table above. A lower value on the y-axis indicates better quality.
Fig. 2(a) shows the individual viewport quality values over time for a user performing Task 1 (free viewing). It is observed that WA often indicates worse quality than the other metrics. This is expected since WA considers all the tiles within the viewport irrespective of whether the user actually is focusing on them. Due to the same reason, WA also indicates better quality for the viewports where the other metrics indicate the worst quality (i.e., 4). On the other hand, CT almost always indicates the best quality (i.e., 1) except for a few viewports where the quality drops to 4. Looking at PG, it is observed that all the quality drops indicated by CT are also captured by PG, although PG indicates a worse quality than CT most of the time, as it considers the user’s focus (eye gaze). Finally, the values by HMVAQ are quite close to PG, which is expected due to the limited amount of head motion involved in this experiment. The main difference between the two is observed after 51 seconds into the playback, where a head motion occurs lasting for several seconds. Consequently, HMVAQ shifts the circles in the direction of the head motion and some of the circles end up in low-quality tiles, resulting in a worse quality than PG measures.
In Fig. 2(b), individual viewport quality values are plotted only for PG and HMVAQ (WA and CT are omitted for brevity) for another user viewing the Timelapse sequence. The periods where the head-motion velocity is equal to or higher than speed threshold  are shown in gray background. It is observed, in these time periods, the differences between PG and HMVAQ become more evident as the faster head motions cause significant shifts in the circles used in the calculation of the viewport quality.
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Figure 2. Comparison of WA, CT, PG and HMVAQ (Algorithm 1) for a user viewing the Timelapse sequence for Task 1 and Task 3, respectively.

Figure 3 shows the overall viewport qualities for WA, CT, PG, HMVAQ along with the basic arithmetic average of the individual qualities produced by HMVAQ, for the Tasks 1 and 3, respectively. The results are averaged over all runs.
For both Task 1 and Task 3, it is observed that CT measures a higher overall viewport quality than the others since it is not affected by the low-quality tiles at the edges of the viewport. HMVAQ indicates a lower overall viewport quality than PG for both tasks, meaning that the tiles weighted more by HMVAQ (i.e., the ones in the direction of the head motion) have on average lower quality than the ones weighted more by PG. Also, the difference between PG and HMVAQ grows as the head motion velocity increases (from Task 1 to Task 3). This is expected since a larger head motion velocity increases the probability of having a low-quality tile in the direction of the head motion.
Finally, the graphs show that the difference between the arithmetic average of the individual viewport qualities calculated by HMVAQ (purple) and HMVAQ (blue) is not significant for Task 1, where the average head motion velocity is 24 deg/s. However, this does not mean that the second step in HMAVQ, which calculates the overall viewport quality from the individual viewport qualities using head motion velocity-based weights (instead of equal weights), is not essential. The difference between HMVAQ and the arithmetic average is more significant Task 3, where the average head motion velocity is higher than Task 1 (45 deg/s).
For the details of the results, please refer to [1].
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Figure 3. Overall viewport quality averaged across all the runs for Task 1 (left) and Task 3 (right).
Limitations and outlook
This is an initial comparison of different metrics but without a large-scale user study and subjective tests, it is not possible to reach reliable conclusions on the accuracy of different metrics i.e. their correlation with the actual user experience. In order to assess the correlation of the proposed metric with true user experience, subjective scores on the current viewport quality should be collected from a large pool of users with different characteristics.
In addition, content recorded with static and moving camera (different amounts of motion) should be considered. Also, head motion with diverse characteristics (speed, direction, duration) should be included in the evaluation. In order to ensure this, pre-determined movement patterns may be useful so that the users view the same portion of the XR content at the same time. 
Proposal
The proposal is to add the contents of the Sections 2-4 to TR 26.812, clause 5 “Identification of AR/MR QoE Metrics for 3GPP” as a basis for further work.
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(a) Stationary. (b) Slow diagonal motion. (c) Fast diagonal motion. (d) Faster horizontal motion.
Figure 1. Sampled viewports at different head-motion speeds.
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