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1 Introduction
It is proposed to update the description of AI model evaluation in clause 6.1.
2 Proposed changes
--------------------------------------------- Start of Change ----------------------------------------------------------------------------
6.1.x Model Evaluation
In the process of AI/ML, no matter on the training set or on the new sample, there is always some difference between the output result of the model and the real value. Model evaluation is a process of using different evaluation metrics to understand the performance of artificial intelligence/machine learning models and its advantages and disadvantages. It is an indispensable part of the model development phases which can help to discover the appropriate model to express the data and evaluate the performance of the selected model.
Different AI/ML work tasks have different evaluation metrics, and the same machine learning task will also have different evaluation metrics, each metric has different emphasis, e.g., classification, regression, ranking, clustering, recommendation, etc.
Make classification as an example, there will have at least four types of outcomes as follows:
True Positives (TP): predict an observation belongs to a class and it actually does belong to that class;
True Negatives (TN): predict an observation does not belong to a class and it actually does not belong to that class;
False Positives (FP): predict an observation belongs to a class but it does not belong to that class;
False Negatives (FN): predict an observation does not belong to a class but it does belong to that class.
Three main metrics are used to evaluate or measure the performance of a classification model: accuracy, precision, and recall.
Accuracy measures how often the classifier makes the correct predictions, it is defined as the ratio between the number of correct predictions and the number of total predictions.

Precision measures the proportion of predicted positive results that are actually positive, it is defined as the fraction of examples (true positives) among all of the examples which were predicted to belong in a certain class (positive).

Recall measures how much the classifier can predict in an actual positive sample, it is defined as the fraction of examples which were predicted to belong to a class with respect to all of the examples that truly belong in the class.

--------------------------------------------- End of Change ---------------------------------------------------------------------------
3 Proposal
[bookmark: _Int_mpV9oikd]We propose to update clause 6 of the permanent document with the above proposed changes.
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